Introductory Statistics
for the
Applied Sciences



Chapter 1

Introduction and Basic
concepts



* Statistics: is a body of techniques and procedures
dealing with the collection, organization, analysis,
interpretation and presentation of information that
can be stated numerically so that can be used in
testing hypothesis or making decisions.

- Mainland (1963) defines Statistics as the “science
and art of dealing with variation in such away as to
obtain reliable results” .

* K. Person defines Statistics as the grammar of
sciences since it is used in many branches of sciences as

in Medicine, Public Health, Sociology, economics,
Marketing, Management, Finance, Education,
Agriculture,...




What Do Statistician Do

* To guide the design of an experiment or
survey.

A statistician ought to be consulted in the early
planning stages so that investigations can be
carried out efficiently

To analyse data. Data analysis may take many
forms, such as examining the relationships among
several variables, describing and analysing the
variation of certain characteristics, or determining
whether a difference in some response is significant

To present and interpret results. Results
are best evaluated in terms of probablllty )
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Types of Statistics

1. Descriptive statistics:

census in some countries, in which all the residents
are requested to provide such information as age,
sex, race, and marital status. The data obtained in
such a census can then be compde and arrarg d
into tables and graphs that describe the
characteristics of the population at a given time
Concern with enumeration, organization, and
graphical representation of data. Descriptive
statistics summarizes or describes the
characteristics of a data set by numerical
measures e.g. of descriptive statistics is the
decennial



2. Inferential statistics:

A set of methods that use sample results to
make a decision about the entire population.

Because a sample is typically only a part of the
whole population, sample data provide only
limited information about the population.

As a result, sample statistics are generally
imperfect representatives of the corresponding
population parameters.
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Why study statistics

“S1% of boys and 0% of girls
support me ; therefore I'll get
=21% of the vote.
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Statistics is important in evaluating, planning, problem
solution, researching and developing.

To discriminate between fact and fancy in everyday life in
reading newspapers and watching television, and in
making daily comparisons and evaluations.

A knowledge of statistics is essential for persons who wish
to keep their education up to date. To keep abreast of
current developments in one's field, it is important to
review and understand the writings in scientific journals,
many of which use statistical terminology and
methodology.

No matter what your career, you will make professional
decisions that involve data. An understanding of statistical
methods will help you make these decisions efectively

To help one know when and for what purposes a
statistician should be consulted.



Sources of Data

1. Historical Records

Old census, annual statistical records, textbooks and
journals, annual and monthly reports of different
companies, commercially available data bank and hospital

medical records.

2. Survey Methods:

* Census :collection of data about every individual in the
society.

- Sample Survey: collection of data about a certain portion
of the population named the sample. It is the most
commonly method for collection of data .
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Methods of survey:
* Personal interview
* Telephone interview
* Questionnaire

3. Experiment:

The goal of an experiment is to demonstrate a
cause and effect relationship between two variables; that is,
to show that changing the value of one variable causes
changes to occur in a second variable. e.g. to study the
effect of

a hew vaccine against the common cold.
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Population and Sample

The entire group of all elements (individuals, items,
materials, or objects) whose characteristics are being

studied is called the population.

Usually the populations in which we are interested are
so large that a researcher cannot examine the entire
group . In this case we select a portion of observations
from a population and use it to infer something and to
help answer questions about the characteristics of the
population.

This portion is called a sample

13



Sample

‘The number of elements in the sample is called the
sample size.

*The primary objective for selecting a sample from a
population is to draw inferences about that population.

*The sample should be representative

Representative sample

s the sample that represents the characteristics of the
population as closely as possible.
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Why a sample

1. With sampling, we have

* Less coasts

‘Less field time

‘Less efforts.

2. Sometimes it is impossible or destructive to
study the entire population .e.g.

‘It is impossible to obtain the weight of every tuna
in the Pacific Ocean.

*We can't drain all the blood from a person and
count every white cell.
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Sampling: is a procedure by which some
members of a given population are selected as
representatives of the entire population

Types ot Sampling Methods

Convenience

Quota

Purposive

Sampling
Non-Probability Probability Samples
Samples
Siumple
Random Stratified
Snow ball
Cluster

Systematic

16



Probability Sampling

This is one in which each person in the population

has a chance/probability of being selected

Probability Sample

Simple
Random

Systematic

Stratified

Cluster

17



Simple random sample

It is a sample drawn so that every element in the
population has an equal chance of being selected. It
requires a homogeneous population.

Two ways for selecting simple random sample
*Lottery method

Procedure

— Number all units
— Randomly draw units

‘Random number table

18



How to select a Random Sample?
Using random number table

Selecting a random sample involves three steps:
1. Define the population.
2. Enumerate it.

3. Use a random number table to select the sample.
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Random number table

20






Random Number Table

* Many calculators and computers also generate
random numbers

* The digits 0 through 9 occur randomly throughout a
random number table with each digit having an equal
chance of occurring.

- To use a random number table, first randomly select
a starting position and then move in any direction to

select the numbers.
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Simple Random Sampling

Example: evaluate the prevalence of tooth decay among
the 850 children attending a school

List of children attending the school
* Children numerated from 1 to 850
« Sample size = 30 children

- Random sampling of 30 humbers between 1 and 850

23



Random number table
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Simple random sampling
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Systematic random sample

* Systematic sampling is a type of
probability sampling method in which samp

le

members from a larger population are selected

according to a random starting point but wit
fixed, periodic interval. This interval, called t

1 a
ne

sampling interval, is calculated by dividing t
population size by the desired sample size

by selecting everyc " case thereafter.

ne

We randomly select a first case and then proceed

Wherek is determined by dividing the number of

items in the population by the desired samp

le size
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Example

You want to select a sample of 10 children from the 80
children attending a school.

Solution
Divide the 80 (population size) children by 10 (sample
size) = 8.

* so every 8th children is sampled.

 Select a number randomly between 1 and 8 first, and
we then select every 8th children.

* Suppose we randomly select the number 5 from a
random number table.

- Then, the systematic sample consists of children
with ID numbers 5, 13, 21, 29, 37, 45, 53, 61, 69, /5, so;
each subsequent number is determined by adding 8

to the last ID number.
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Stratified Random sample

* Strata are groups or classes inside a population that
share a common characteristic.

- Stratified sample is used when the population is
diverse and we wish the sample to represent the
various strata of the population proportionately. A
simple random sample is then selected from each

strata.

28



Procedure for selecting of stratified
sampling

The population is first divided into at least two
distinct strata or groups.

Then a random sample of a certain size is
drawn from each stratum.

The groups or strata are often sampled in
proportion to their actual percentage of
occurrence in the overall population.

Combine results of all strata.

29



Example (stratified Sample)

Select a sample of size 20 from a population consists
of 40 females and 30 males.

j—g x 20=11.42,  take Nfemae=11

30

=5X20=8.5, take n,,40e = 9

The required sample consists of 11 female and 9 males.
We select a random sample of size 11 from the group of
females and a random sample of size 9 from that of males

33



Stratified Samples

» Procedure: Divide the population mto strata (mutually exclusive
classes), such as men and women. Then randomly sample withn
strata.

A stratified sample of size 9
selected from a population of size 72

32
40
@ F
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Cluster Sample

* Itis a probability sampling technique that is commonly
employed to study large populations that are
geographically dispersed.

* It may be used when it is too expensive to draw a
simple random or stratifled random sample. The
clusters are sampled randomly and all the members of
cluster are sampled.

* Itis economical and practical.

Example:

In conducting a survey of school children in a large city,
we could first randomly select 5 schools and then
include all the children from each selected school. This
technique is more economical than the random

selection of persons throughout the city. "



Bias and Sampling error

Bias is any trend in the collection, analysis, interpretation,
publication or review of data that can lead to conclusions
that are systematically different from the truth. ( Las, 2001)
Oritis a systematic error in design or conduct of a study.

* inaccurate response (information bias).

* selection bias

Sampling error is the discrepancy between a sample statistic
and its population parameter .

*Variability

*Sampling method

-Sample size

Defining and measuring sampling error is a large part of
inferential statistics

33



Factors affecting sample size

1. the population size: The population size is important
because the sample size must be sufficiently large that the
results can be extrapolated to the population at large

2. The margin of error: (also referred to as the confidence
interval) measures the precision with which an estimate from
a single sample approximates the population value.

The margin of error is closely related to sample size. The
less error you're willing to accept, the bigger the sample size
needs to be.

3. Variability in the population:

The more heterogeneous your population, the bigger the
required sample size. An initial estimate of this value is the
standard deviation of one or more samples.
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4. The confidence level: The confidence level is a measure
of how certain the results are.

Confidence levels are also closely related to sample size.
The greater the degree of confidence that the researcher

wants to
needs to

have in the results, the
be. A researcher that ¢

of 90% wi

Is required to be 99% confident t

| need a smaller samp

larger the sample size
nooses a confidence level
e than a researcher who

nat the population

estimate lies within the margin of error
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5. Other factors:

‘Time and money constraints influence sample size.

*The lower your sampling error must be, the larger
your sample must be.

*The more diverse your population is, the larger your
sample must be.

*The more complex your analysis, the larger your
sample must be.

*The stronger your expected relationships, the
smaller your sample can be.

36



Statistics and parameters

" A parameter is a measure that describes the
population.

A statistic is a measure that describes the sample.

The statistics obtained from a sample are used as
estimates of the unknown parameters of the
population.

The value of the population parameter is constant but
usually unknown.

The value of the statistic varies from sample to sample.

37



We want to know about these We have these 1o work with

* Sample

Inference \/

Parameter .l | X  Statsne

(Population mean) (Sample mean) 4,



Chapter 2

Organizing and Displaying Data
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Types of numbers

1. Nominals: are used as names or identifiers of a
person’s status, category or attribute. Gender, smoking
status, marital status, telephone number ,ID number , and
student number are all nominals

They don’t represent an amount or quantity
e.g. marital status

0 = single

1 = married
2 = divorced
3 = widowed

It makes no sense to say divorced > married

40



2. Ordinals: that represent an ordered series of relationships,
18t 2nd 3rd

cardiovascular, caner, cerobrovascular, accidents and injuries,
chronic lung disease, pneumonia lung disease, Diabetes,...))The
ordinal number indicates the position in the ordered series but
say nothing about the magnitude of the difference between any
two successive entries. They may be applied for example to - the
ranked order of causes of death by type of disease

- Educational level (18, 2nd 3rd gth 5th)

- grade of a student at a university (excellent, very good, good,
fair, fail)

- Degree of pain (sever, moderate, mild, none)

Mathematical operations cannot be performed on nominals and
ordinals.

Statistics as mean, variance and standard deviation of nominals
and ordinals are senseless 41



3. Numbers measured on an interval scale:
Its units can be added an subtracted but cannot be
multiplied or divided.

We say the difference between 100°C and 80°C€ js 20°C

But its not correct to say that 40°C is twice as hot as 20°%
Ratio of data is senseless since they have no absolute zero.

0°C does not represent that there is no heat but it is the
freezing point of pure water.

Common statistics as mean, median and standard
deviation can be computed

Day times and 1Q “intelligent Quotient” are variables with
interval scale.

42



4. Numbers measured on a ratio scale:

*Have the same properties as those measured
on interval scale but have an absolute zero, so
we can compare meaningfully with one another.

(say 50 kg is twice as 25 kg).

‘It include all the usual measurement of length,
height, weight, area, volume, density, velocity,
pressure, money and time.

‘Know what type of humbers you have to help
you to select quickly the appropriate method of
analysis.
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Variables

A variable : is a characteristic under study that
assumes different values for different elements.

e.g. sex, age, no. of children in a family , weight,
pressure, intelligent quotient, ...

Data set: is a collection of observations on a
variable or variables.

ID Age gender weight No. of decayed teeth
1 61 female 70 10

2 52 male 91 4

is an example of a data set.

44



Frimary scales ot
Measurement
Scale

Nominal  Numbers N Finish
Assigned = 1.4 =
to Runners s '

Ordinal Rank Order Finish
of Winners o _

Third  Second First

place place place
Interval Performance
Rating on a 8.2 9.1 9.6
0 to 10 Scale
. . 15.2 14.1 13.4
Ratio Time to
Finish, in
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Types of variables

1. Qualitative (Categorical) variables:

Are variables that yield observations on which
individuals can be categorized according to some
characteristic or quality
e.g. marital status, colour of eyes, degree of pain,
gender, educational level , grade of a student, hair color,
ethnic groups and other attributes of the population

46



2. Quantitative variables:

are variables that yield observations that can be measured
numerically. They me be classified as
a.Discrete variable:

must always be integers (0,1.2,...) e.g. no. of children in
a family, no. of times you visit a doctor and no. of missing
teeth in a mouth of somebody, the number of bacteria
which survive treatment with some antibiotic,..
b. Continuous variable
It can assume any numerical value over a certain interval
or intervals. it may take on fractional values
(e.g. 37.4,138.9, and 112.7).

Age, height, weight, time, pressure, 1Q, stress score,

cholesterol level are referred to as continuous variables.
47



Scales of Measure

Nominal - qualitative classification of
equal value: gender, race, color, city

Ordinal - qualitative classification which
can be rank ordered: socioeconomic status
of families and grade of a student

Interval - Numerical or quantitative data:
can be rank ordered and sizes compared :
temperature, day time and intelligent
guotient .

Ratio - Quantitative interval data along with
ratio: time, age.

48



Organizing and Displaying Data

This section aims to:

* Summarize and present data in different forms.

* Arrange and organize the raw data into an n
array and construct the frequency distribution.

* Define, illustrate, and solve for the class limits,
class boundaries and class marks.

Any survey or experiment yields a list of
observations. These need to be organized and
summarized in a logical fashion so that we may
perceive the outcome clearly. Tables, graphs
and numerical methods are popularly used to
organize, summarize and describe data. 49



Organizing and displaying Qualitative data

We can obtain frequencies of categorical data and
summarize them in tables or graphs.

1.Frequency table:

Considerable information can be obtained from large
masses of statistical data by grouping the data into
classes and determining the number of observations
that fall in each of the classes. Such an arrangement
is called a frequency distribution or frequency table.
Frequency table may be the most convenient way of
summarizing or displaying both qualitative and
quantitative data. 50




Frequency Distribution

A frequency distribution is a tabular summary of
data showing the frequency (or number) of items in
each of several non overlapping classes.

The objective is to provide insights about the data that
cannot be quickly obtained by looking only at the
original data

o1



Example

* The following data represents the status of 50
students at a university

F F SO SE F F

F F J F F F

J F SE SO SO J F F SE SE
J

SO SE J SO SO
SE SE F SE J SO F J SO SO

In this table, F, SO, J, and SE are the abbreviations for
freshman, sophomore, junior, and senior, respectively.
Prepare a frequency distribution.
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Frequency table for the status of students

status Frequency Percentage

f frequency
(rf)%
F 15 30
So 12 24
J 12 24
SE 11 22

Total 50 100



These figures, although presented in
categories, do not allow for easy analysis.
The reader must expend extra effort in
order to compare (amounts spent or relate
individual proportions to the total). For
ease of analysis, these data can be
presented pictorially.
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Bar-Chart

It is used with categorical or numerical discrete data

* The height of the bar is the frequency or the
percentage frequency

Bars should be separated

* The vertical axis begins with zero.
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30

29

20

13

10

Bar graph of the status of the students

F S0 J SE
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If we have a nominal categorical variable, divided into two categories,
can show data with a grouped bar chart. It allows an easy comparison
between groups.

45
40
39

30 -
25
male
20 - m female
15
10 +—
5
G | |

Chemestry Biology Mathematics Physics

The number of graduate students (College of science)
at a university >/



Pie chart

The pie chart is a commonly used graphical device
for presenting relative frequency distributions for
qualitative data.

It represents data in a circle, with “slices”
corresponding to percentages of the whole.

First draw a circle; then use the relative frequencies
to subdivide the circle into sectors that correspond
to the relative frequency for each class.

Since there are 360 degrees in a circle, a class with a
relative frequency of .30 would consume .30(360) =

108 degrees of the circle.
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Frequency table for the status of students

stat Freque Percentage Angle of

us ncy frequency the slice
f (rf)%
F 15 30 108°
So 12 24 86.4"
J 12 24 86.4}
SE 11 22 79.2°

Total 50 100 360Y



Pie Chart of the status of the students

percentage frequency

22

30

= SO

SE
24

60



Pie Chart of the status of the students

Status

Fi

HSo
N
SE
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Organizing and Graphing Quantitative
Continuous Data

Frequency Table (Distribution):

A grouped frequency distribution is obtained
by constructing class intervals for the
continuous data, and then listing the
corresponding frequency (relative frequency,
percentage frequency) of each interval.

62



table 2.1 represents data set for a sample
of 100 individuals of the Honolulu Heart Study population of
/7683 persons, 1969
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Table 2.1

E ducation W eight Helght Age Smoking Physical B koaod Serum Sysi8id Salary Fonderal
10 Sex b el % gl {cm) status Aoty G lucose G kol esteral Pressure -] index
1 (8] 2 70 165 61 1 1 107 199 102 27,000 40,0361
2 (8] 1 &0 162 52 0 2 145 267 138 18,750 41.3807
3 F 1 62 150 52 1 1 237 272 190 £12,000 378990
4 F 2 .Y 165 g1 1 1 41 166 122 £13.,200 40829
] (8] 2 70 162 g1 0 1 185 239 128 £31.,000 393081
& (8] 4 g 165 53 0 2 106 189 112 £13,500 423838
7 (8] 1 47 160 61 0 1 177 238 128 £18,750 443357
-] F 3 .Y 170 48 1 1 120 223 116 L9 750 420663
] F 4 E& 155 E4 0 2 116 279 134 12,750 40.5137
10 F 2 62 167 48 0 1 105 140 104 £13,500 421942
11 F 4 B8 165 49 1 2 109 240 116 816,500 404248
12 (8] 1 65 166 48 0 1 186 209 152 812,000 41.2861
13 (8] 1 E& 157 55 0 2 257 Mo 134 214,250 41.0365
14 F 2 &0 161 49 0 1 218 171 132 16,800 373648
15 (8] 3 .Y 160 Ed 0 2 164 255 130 £13,500 395918
16 (8] 4 41 170 52 0 2 158 232 118 £15,000 3774951
17 (8] 3 E 170 48 1 1 117 147 136 214,250 41.0547
18 (8] ] .Y 152 g 0 2 130 268 108 827,510 376122
19 (8] 1 T3 159 g 0 2 132 21 108 214,250 38.0443
20 F 4 g 161 52 0 1 138 199 128 £11,550 41.3563
A F 1 64 162 52 1 1 11 255 118 215,000 405000
22 (8] 3 55 167 52 1 1 &8 199 134 812,750 439132
23 F 2 e 175 Ed 1 1 161 228 178 211,100 409581
24 F 2 g 160 E4 0 1 145 240 134 59,000 41.09%4
25 F 3 g1 167 48 1 2 128 184 162 59,000 450325
26 (8] 3 83 1M 55 0 1 21 192 162 212,600 392016
27 (8] 2 .Y 157 49 1 2 78 211 120 L2T 480 3B R495
28 (8] 4 61 165 g1 0 1 113 201 498 214,250 41.9154
29 (8] 2 65 160 53 0 1 134 203 144 LT9. 980 397938
a0 (8] 3 75 172 49 0 1 104 243 118 214,250 407857
i (8] 4 61 164 49 0 2 122 181 118 214,250 41.6614
32 (8] 1 T3 157 53 1 2 442 g2 138 S45. 000 3ZABST
33 (8] 2 .Y 157 52 0 1 237 186 134 15,0000 3@%495



C ontin ued

Education W eight H sight Age Smoking Physical B lood Ser um Hysi B1d Salary Fonderal
[[1] Sex e el (K g) {erm ] staius B ool Wiy G hucose C holesieral Pressur e g index
34 M 1 73 155 48 1] 2 148 1498 108 £39. 990 3IT.O08BTZ
35 (4] 2 61 160 53 1] 1 231 165 G& 530,000 406453
16 F ] B8 162 B i} 2 1861 219 142 11,250 3% 6898
37 M 2 52 157 50 1] 2 11% 1496 122 513,500 420628
3B M 5 73 162 50 1] 1 185 239 146 515000 38T
39 (4] 1 52 165 61 1 2 1148 259 126 515000 44 2062
40 F 1 56 162 53 1 1 98 162 176 L9 000 4F 3434
41 F 3 &7 170 48 1 2 218 178 104 511,550 41 8560
42 (8] 1 61 160 47 i] 1 147% 246 112 516 500 406453
43 4] 3 52 166 62 1 2 176 176 140 514,250 44 471
44 M 2 61 172 56 1 2 106 157 102 514,250 43 6937
45 (4] 3 62 164 55 1 2 109 179 142 513,500 41.4362
46 F 2 56 155 57 1 2 138 23 146 512,750 40.5137
47 F 1 55 157 50 1] 2 84 183 I 516 500 412837
48 M 3 66 165 48 1 2 137 2113 112 £14.100 40 820
49 (4] 1 g 15% 51 1] 2 139 230 152 516 500 408426
50 M 3 53 152 53 1 2 47 134 116 523,730 40 4655
51 M 5 N 173 52 1] 2 169 181 118 515000 417792
52 (8] 2 57 152 449 i] 1 160 234 128 815000 3% 4959
53 4] 2 73 165 50 1 1 123 161 116 £26.250 394799
54 M 3 75 170 49 1] 2 130 289 134 513,500 403115
55 (4] ] &b 171 B 1 2 198 186 108 515000 396856
56 (8] 4 49 157 53 i] 1 215 2498 134 513,500 429043
57 4] 4 65 162 52 1] 1 177 211 124 515750 402912
58 F 2 82 170 56 1] 2 100 189 124 513,500 3913
59 (4] 3 55 155 52 1] 2 41 164 114 514,250 40.7578
&0 M 3 61 165 58 1] 1 141 219 154 515000 419154
b1 M 2 50 155 45 1 2 139 287 114 29 T50 4F 0735
b2 M 5 B8 160 56 1] 1 176 1749 114 521,750 41.3343
63 (4] 1 55 166 50 1 2 218 216 S8 526,250 43 6503
b4 M 5 g 161 47 1] 2 146 224 128 S21,000 41.3563
65 (4] 2 B8 165 53 1 1 128 2i2 130 14,550 651’.‘!.4243
bE (8] 2 &0 170 53 1 2 12% 230 122 530,000 43 4242



C ontinwed

Education W sghi H sighi Age Smoking Phy sical 8 lood Ser um Sysi Bid Salary Pon deral
[[13 Seu bevel K g) {cm ) slatu s el iity G by cose C holesterol Pr#ssur & £ index
&7 M 1 ) 160 47 1 1 TE 231 112 521,240 3IT7.6088
LT (4] 5 6l 155 52 i} 1 126 185 106 521,480 39.5927
B4 b ] Th 164 B4 i} 1 184 180 128 525000 39.7934
T b 2 Th 165 46 i} 1 1] 205 128 520,250 40.0361
Fl M 2 T 160 58 1 1 95 219 116 534,980 3IT7.6088
T2 F 5 B 160 53 0 2 144 286 154 S18,000 3I6.2483
T3 F 2 67 152 49 1 2 124 261 126 510,500 374242
T4 F 3 ) 165 53 1 1 167 221 140 519,500 3I8.TEM
- F 3 15 16% ¥ i} 2 150 194 122 511,550 40.0743
TE F 2 70 165 b2 0 2 156 248 154 511,550 40.0361
i F 2 o 165 49 1 1 193 216 140 511,400 400361
Th F 1 F 157 53 0 1 194 1495 120 510,500 37.9152
Ta F 1 55 162 49 0 2 73 3 14 514,550 42 5985
B F 2 g 165 53 1 2 98 186 114 518,000 423838
#1 F 3 B4 15% B i} 2 127 218 122 510,950 39.7500
&2 F 1 B b 160 B4 0 1 153 173 0 514,250 39.591%8
B3 F 4 59 165 60 0 2 161 221 122 511,250 42 3838
Ba F 3 68 165 a7 0 1 194 206 172 510,950 d40.4248
85 M 5 B8 160 52 0 1 BT 215 1 i 817,100 471.3343
BE (4] 1 57 154 65 1 1 188 176 150 515,750 40.0156
&7 (4] 2 6 160 65 i} 2 14% 240 154 514,100 J40.8698
B8 M 2 53 162 B2 0 1 215 234 170 528,740 437277
B9 M 2 61 159 B2 1 2 163 190 140 527, 480 40.3912
p 1] F 1 b6 154 b2 0 1 111 204 144 59,750 38107
91 F 1 61 152 67 0 2 198 256 156 511,250 38.6130
G2 F 2 52 152 b & 0 2 265 296 132 510,950 40.7233
93 F 1 g 155 62 i} 2 143 223 140 510,950 3%9.815
G4 F 1 63 155 b2 1 1 136 225 1 5l 510,050 389540
95 F 2 61 165 63 0 2 298 217 130 510,500 471.9154
96 M 2 68 155 67 0 2 173 251 118 515000 379748
97 M 1 B8 170 62 0 1 148 187 162 519,500 439177
48 M 3 B8 160 55 0 1 110 290 128 515,000 6@9.199&
GG F 5 &0 15% 5l 0 2 188 238 130 510,950 40.6144
100 M 2 61 160 B4 1 1 208 218 208 527 480 A0.6453




How to construct a frequency table?

1. Determine the range from the difference
between the smallest and largest value in
the set of observations i.e.

Range = Max. Value — Min. Value.

2. Divide the range into a number of equal
segments called class intervals.

67



Note:

« The number of intervals in general should
range from 5 to 15.

* With too many class intervals, the data are
not summarized enough for a clear
visualization of how they are distributed

 With too few, the data are over summarized
and some of the details of the distribution
may be lost

* To find the number of classes, r, we can
use the formular = 4/n , where n is the
number of the observations in the data set or

sample size.
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Class interval

The length (width) of the class interval is
determined by

range
number of classes’

This value could be increased or
decreased for convenience and clear
representation.

This is illustrated by the following example.

Class length =
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Example:

The following data represents Systolic Blood Pressure in
mmHg for 37 smokers taken from table 2.1

102 122 116 116 136 118 134
178 162 120 138 126 176 104
140 102 142 146 112 116 116
108 114 98 130 122 112 116
126 140 140 114 150 140 150
208 190

Prepare a frequency distribution.



Frequency Table

Range =208-98= 110

Number of classes r =+/37= 6.
110

Class width (length) = — = 18.33333

For easeiness, take L=20

Determine the starting point for the first class
For easiness, you can start with 90
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Frequency table of systolic Blood
pressure for non smokers

Class Interval
(Systolic Blood
Pressure)

90 — less than110
110 — less than130
130 — less than 150
150 — less than 170
170 — less than 190
190 — less than 210

Total

f
(Frequency)

15
10

37

(rf)%
(Percentage
Frequency)

14
41
21

8

100
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Graphing Representation of Continuous
Data

The information provided by a frequency
distribution in tabular form is easier to grasp if
presented graphically by any of

1.Histogram.
2.Frequency Polygon
3. Frequency Curve.
4. Ogive.
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Histogram

|s a graphical representation of tabulated
frequencies, shown as adjacent rectangles,
erected over discrete intervals, with an area

equal to the frequency of the observations in the
interval.
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Frequency Polygon

* Itis constructed by making a dot over the

class midpoint at the height of the class
frequency. The coordinates of these dots are
(class midpoint, class frequency or

percentage frequency). These points are then
connected with straight lines.

* Frequency polygons should be used to graph
only quantitative data.
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Class Interval

90 — lessthan 110
110- less than 130
130-less than 150
150- less than 170
170- less than 190

190- less than 210
Total

Frequency

37

midpoint

100
120
140
160
180
200

Percentage
frequency

14

41

27
8
S

S
100
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Frequency Polygon

Frequency polygon for blood pressure of smokers
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Frequency curve
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Shapes of the Frequency
Curve

1. (Bell — shaped) symmetrical curve
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Shapes of Frequency Distribution

2. Symmetric Bimodal Distribution (with two peaks)
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Shapes of the Distribution

3. Right skewed distribution
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Shapes of the Frequency Distribution

4. Left skewed distribution
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Ogive

- The Ogive is a graph of a cumulative distribution,
which explains data values on the horizontal plane
axis and either the cumulative relative frequencies,
the cumulative frequencies or cumulative per cent
frequencies on the vertical axis.

* It is constructed by making a dot over the upper class
limit at the height of the cumulative percentage
frequency. The coordinates of these dots are (class
upper limit, cumulative percentage frequency).
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Cumulative Frequency curve (Ogive)

Percentage frequency | Cumulative

Class interval (rf)% percentage frequency
(crf)%
90-less than 110 14 14
110-less than 130 41 55
130-less than 150 27 82
150-less than 170 8 90
170-less than 190 3) 95

190-less than 210 5 100
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Ogive




Ogive

Ogive can be useful in

‘Comparing two sets of data, as, for
example, blood pressure of smokers and
non smokers of individuals.

‘Finding the measures of positions as
median, percentiles and quartiles.

finding the percentage of observations in
a certain interval.
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Example

Using the Ogive of blood pressure, find
a.the percentage of patients whose
blood pressure is
l.Less than 140 mmHg
li.Between 140 and 180 mmHg.
lii. More than 180 mmHg
b. the median

c. 90" percentile
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Example continued

Cumulative percentage frequency

Ogive of BP

120

100

80

G0

440

20

o0 110 130 150 170 1490 210

Systolic Blood Pressure




Answer:

(a)

I.Blood Pressure (BP) of about 70% of individuals is

less than 140 mmHg.

ii. (BP) of about 93% of individuals is

less than 180 mmHg.
So (93-70)%=23% of individuals have BP between
140 and 180 mmHg.

iii. About (100-93)%=7% of individuals have BP higher
than 180 mmHg.

(b) Median = 128 mmHg approximately. This means
that about 50% of individuals have BP less than 128
mmHg

(c) Pgy= 170 mmHg.
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Comparison of systolic blood pressure between
smokers and nonsmokers

Class interval Nonsmokers Smokers Nonsmokers smokers
pressure((Systolic ()% (rf)% (crf)% (crf)%
blood

90 - lessthan110 16 14 16 14
110 - less than130 38 41 54 55
130 - less than150 29 27 83 82
150 - less than170 14 8 97 90
170 - less than190 3 5 100 95

190 - less than 210 0 S 100 100
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Cumulative relative frequency
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Comparison of systolic blood
pressure between smokers and
nonsmokers

By rapid comparison you can see that 97% of the
nonsmokers in the sample have a systolic blood
pressure below 169.5 and that 90% of the smokers
have a blood pressure below the same level.

An alternate way of looking at this is to note that 3%
of the nonsmokers and 10% of the smokers have a
systolic blood pressure above 169.5 mmHg.
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Exercise:

The following data represents serum cholesterol level of
49 individuals of physical activity 1 taken from table 2.1

Serum cholesterol level in milligram percent
199 272 166 239 238 223 190
209 171 147 199 255 199 228
240 192 201 203 243 186 165
239 162 246 234 161 298 211
219 179 212 231 185 180 205
219 221 216 195 173 206 215
176 234 204 225 187 290 218
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Exercise continued

Prepare a frequency table
Construct a histogram
Construct a frequency curve and describe the distribution.
Construct an Ogive
Use the ogive to find
1. The percentage of individuals whose cholesterol
level is between 175 and 195 milligram percent.
2. The percentage of individuals whose cholesterol
level is more than 195 milligram percent.

3. 75! percentile.
4. Median
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Chapter 3

Summarizing Data



Summarizing Data

This chapter aims to

State and illustrate the definition of the measures both
for grouped and raw data (ungrouped);

*Compute and distinguish between the uses of
measures of central tendency.

-Compute some uses of measures of variation.

-Compare sets of data by computing and comparing
their coefficients of variation.

‘Be able to compute the mean and the standard
deviation for grouped and ungrouped data.

‘Understand the distinction between the population
mean and the sample mean.
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Descriptive Statistics Measures

Numerical Measures

\V/ V. Vi
central iati Position
Tendency Variation
Mean Range — Median
—— Median In’ﬁearrc]]ggrtlle __ Quartiles
Mode . _ Percentiles
Variance
Standard Deviation

Coefficient of Variation 99



Measures of Central tendency

A measure of central tendency is a single value that
attempts to describe a set of data by identifying the central
position within that set of data. As such, measures of central
tendency are sometimes called measures of central location.
They are also classed as summary statistics.

The three most common values are the mean, the median,
and the mode.

The mean, median and mode are all valid measures of
central tendency, but under different conditions, some
measures of central tendency become more appropriate to
use than others.
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Measures for ungrouped data
Arithmetic Mean:

If x{, x5, ..., x,, a@re the values of n

observations , the sample arithmetic
mean Is

n
= — X1tXx2++xXn i=1 %i

X — —
n n

The sample mean is a statistic.

The most commonly used measure of central
tendency is thenean .
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Example

« The following observations represent systolic blood
pressure in mmHg of a sample of 12 non smokers
selected at random from table 2.1

114 128 106 128 128 154 122 154 120 140
122 172. The sample mean is

7 = 114 +128+106+128+128+154+122+15+120+140+122+172

12

=132.33 mmHg.
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The population arithmetic Mean

yN, x _ sum of all values in the population
HW=="—=

total number of observations

The population mean is a parameter.
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Weighted Mean

The weighted mean of a set of numbers

X1,X7, ..., Xn WIth weights wy,w,, ..., w,, IS
given by the formula

W1X{ T WyXy + =+ Wy Xy,

X =
Wi+ Wy + 1+ Wy
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Example

« Al Quds Hospital at Gaza pays its hourly employees
$16.5, $19 , or $25 per day. There are 26
employees, 14 of which are paid at the $16.5 rate, 10
at the $19, rate and 2 at the $25 rate. What s the

mean hourly rate paid the 26 employees. The
weighted mean iIs

__ 14(16.5)+10(19)+2(25)
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Exercise
Iman gets quiz grades of 80, 64, and 73. She gets a 72 on her

final exam. Find the weighted mean score if the quizzes
each count for 10% and the final exam counts for 70% of the
final grade.

Answer:

x =10/100 =80 + 10/100 * 64 + 10/100 * 73 +30/100 x 72 = 72.1

A combined mean of more than one group is simply
a weighted mean, where the weights are the size of each

group
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Combined mean is the weighted mean

One property of the mean is that if we know the means and
sample sizes of two (or more ) data sets, we can calculate the
combined mean of the .

The combined mean of two data sets is given by the formula

NnN1xo2+N2Xx>
nq+n-

Combined mean X =

Example: The mean score of a 20 female students on
statistics test is 77 and the mean score of a 15 male students
on the same test is 71. Find the combined mean score

— 20 15(71
—_ [??)+ [? ]' — ?443 107
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Outliers (Extreme Values)

The values that are very small or very large

relative to the majority of the values in a data
set are called outliers.

Outliers will be discussed later.
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Properties of the Arithmetic Mean

Every set of data with interval or ratio scale has a
mean.

It is easily used in statistical analysis.

All values in the data set are included in computing the
mean.

A set of data has a unigue mean.

The arithmetic mean is the only measure of central
tendency where the sum of the deviations of each
value from the mean is zero, that is

2.i(x; —w=0 and X;(x; —x)=0



Disadvantages of the mean

« |t is affected by extreme values.
(42+43+47+48+50+51+90) /7 =53
(4.2+ 4.3+ 47+ 4.8+ 50+ 5.1)/6 =4.7

It would be more representative to calculate

the mean without including such an
extreme value .

* The mean cannot be used to describe
gualitative data.
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Median

* The median of a variable is the
numerical value that lies in the
middle of the data when arranged
in ascending order. That is, half
the data is below the median and
half the data is above the median.

[ 50% 150% |
Median




Find the median in an ungrouped data set

1. Arrange the data in ascending order.
2. Determine the number of observation ».

3. Determine the observation in the middle of
the data set.

If the number of observations is odd, then the
median is the data value that is exactly in the
middle of the data set. That is, it is the

observation that lies in the (n +1)/2 position.

x% ,ifnis odd
l.e. median= .
1(3@ + xn 1) If n is even

2 2 2 112



Example

The following data represent blood glucose in

milligrams percent of 15 individuals selected
randomly from table 2.1

147 161 91 231 91 138 442 184
123 109 136 165 146 132 116.
Ranked observations

91 91 109 116 123 132 136 138
146 147 161 165 184 231 441.

Median = xg = 138 mg percent
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Example

Find the median of
2219, 27. 32, 38, 25, 32, 26
Ranked data: 19, 22, 25 26, 27. 32, 32. 38

:’C4+x5

Median =

_ 26+27

= 26.5
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Advantages of the median

Easy And Simple

Extreme values in data set do not affect the median as
strongly as they do the mean. So it is better than the
mean for skewed distribution.

Median can be easily represented graphically.

The median can be used with 3 types of variables
namely quantitative continuous, quantitative discrete
and qualitative ordinal.

Median can be correctly calculated for open end
distribution where mean cannot obtain accurate result.
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Example

Consider 7 physicians who practice in Gaza Strip are
sampled and asked how much an office visit costs.
Suppose we get the answers:

40, 40, 45, 50, 50, 55, and 200 NIS.

The mean charge for the sample of 7 doctors is
approximately 68.57 NIS.

While the median is 50. This value is easily seen to be
more representative of the values than was the sample
mean, 46.67, which was affected by the extreme value of
200.

Disadvantages of the median:

1.1t does not take into account the precise value of each
observation and hence does not use all information
available in the data

2.Unlike mean, median is not amenable to further mathematical

~raleiilatinn and haneca ice nAt 1icad 1INt M Aanyv ectatictinral faocte
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Mode:

The mode is the observation that occurs most
frequently. i.e., is repeated most often in the data set.
e.g. Freshman a is the mode of the observations in
students status example.

39

30

25

20
15
10
e |
0
SO J SE 117




Multimodal distribution: A data set may have several modes.
In this case it is called multimodal distribution.

Example: The data set
20,22, 24, 24 ,24, 28, 29,29, 29,30
has two modes: 24 and 29.
This distribution is called bimodal distribution.

Advantages of the mode :

‘Like the median, the mode is not affected by extreme values.
For a given sample of size n=16:
333536 373838383939 3939404041 120,

the mode is 39.
‘Easily determined for categorical data
‘It can be used to describe both qualitative and quantitative data.

One of the disadvantages of the mod is that cannot be clearly defined
in case of multi-model series.
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Selecting an Appropriate Measure of Central
Tendency

There are two general criteria for choosing between the
measures of central tendency

1.Scale of measurement

— Nominal scale data, you can only use the Mode

— Ordinal scale data, you can only use Median or Mode;
Median is more informative

— Interval or ratio scale data, you can use any one of the
three.

2. Extreme values

— Mean is more informative, if you don't have extreme
values.

— If you have extreme values, you use the median in place
of mean.
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Measures of Central
Tendency
for Grouped Data
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Mean of Grouped Data

1. Determine the mid-point m, of each interval
lower limit + upper limit

2
2. Find the product m; f;, where f; is the
corresponding frequency.

3. Use the formula
) m; f;
X =
2. [

m; =
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Example (Finding the Mean for Grouped Data)

Consider the table that represents Systolic blood pressure of 37
smokers in page

Class Interval Frequency | Midpoint
() (m;) m; f;

— less than 110 100

110- less than 130 15 120 1800
130-less than 150 10 140 1400
150- less than 170 3 160 480
170- less than 190 2 180 360
190- less than 210 2 200 400

Total 37 4940

4940

X

—— =133.5 mmHg

37 122



Median for Grouped Data

In a grouped distribution, the following steps are followed:

1. Find the ascending cumulative frequency (cf) value for
each class in the table.

2. Find cf value that the first exceeds — , which identifies the
median class M. i.e. the median class is that with least cf
such that c¢f = %

The median then is computed using the formula
Median = L +( E — Cfp—1) j%, where

L is the lower limit of the median class
cfu—4 1S the cumulative frequency of the pre median class.
h is the median class width.

f is the frequency of the median class. 193



Example (Find the median)

Consider the grouped data of systolic blood pressure

Class interval

90-less than 110
130-less than 150
150-less than 170
170-less than 190
190-less than 210

Frequency

(f)

Cumulative
frequency

20
30
33
35
37
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Example cont.

n _ 37
2 2

=18.5

The median classis 110-130
L=110,cfyy—-1 =5 h=20,and f =15

Median =110 + (18.5 — 5) 2= =128 mmHg

* We can find the mode class which is the class with

the largest frequency

* The mode classis110-130
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Effect of Asymmetry

* Symmetric Distributions
- Mean = Median (approx. equal)

* Skewed to the Left S L

* Mean < Median \
* Mean pulled down by small values

* Skewed to the Right

* Mean > Median
* Mean pulled up by large values

kewed to the right

=
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Shape of the distribution

In the previous example,
Mean =133.5 and the median =128 mmHg i.e.

mean > median and we can see that the frequency
distribution is skewed to the right

Frequency polygon for blood pressure of smokers
45
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Measures of Position (Location)

* A measure of position determines the position of a single value
in relation to other values in a sample or a population data set.

There are many measures of position; however, we discuss here
quartiles and percentiles.

Quartiles:

Are three summary measures that divide a ranked data set into 4
equal parts.

The 2"d quartile (Q,) is the median of a data set.

* The 18t quartile (Q,) is the value of the middle term among the
observations that are less than the median.

The 3" quartile (Q) is the value of the middle term among the
observations that are greater than the median.
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25% | 25% |25% 25%
Q4 Q, Q3

« Approximately 25% of the values in a ranked data set
are less than @, and about 75% are greater than Q,.

« Approximately 50% of the values in a ranked data set
are less than @, and about 50% are greater than Q,.

« Approximately 75% of the values in a ranked data set
are less than @, and about 25% are greater than Q.

Interquartile Range (IQR)
IQR = Q3 — @,
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Example (Quartiles)

The following data represent blood glucose in milligram

per decilitre (mg%) of 15 individuals selected randomly
from table 2.1

147 161 91 231 91 138 442 184 123 109 136 165
146 132 116.

Ranked data:

91 109 @123 132 136 1€§ h46 147 161
@184 231 442.

, = median = X15+1 = Xg = 138 mg%
2

(1 =16mg% and (; = 165 mg%
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Example (Quartiles)

The following data represent blood glucose in milligram

per decilitre (mg%) of 15 individuals selected randomly
from table 2.1

147 161 91 231 91 138 442 184 123 109 136
165 146 132 116.

Ranked data:

91 91 109 116 123 132 136 138 146 147 161
165 184 231 442

e (), = median = x1s+1 = Xg = 138 mg%
2

e J; =116 mg% and Q3 = 165 mg%
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Percentiles

Percentiles are summery measures that divide a ranked
data set ( in ascending order) into 100 equal parts.
Each data set has 99 percentiles P;, P,, ..., and Pqyq.

10% {10% [10% 10% 10% 10%

P10 P20 P30 P40 PSO P90

The kth percentile (Px) is the value of the observation that

Is preceded by k% and followed by (1 — k)%

of the observations in a ranked data set.
The approximate value of (Py) is

(Px) = xxn ,Wheren isthe sample size
100

Note that P,5 = Q4 , P;5 = (3,and Psq = , = median__,



Percentiles and Quartiles

* All the quartiles are percentiles. For example, the
3d quartile is the 75" percentile P, = Q5 , the 15t
quartile is the 25 percentileP, = Q,and

P-,= @, = median.

|25% |25% |25% | 25% |

Lowest Q1 Q2 Q3 Highest

Median
50" percentile
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Example (Percentiles)

To find P,, of blood glucose in the previous example

kn _ 20X15
100 100

= 3,then P,y = x3 = 109 mg%.

This indicates that the blood glucose of about 20% of
Individuals is less than 109mg%.

To find Py ,
kn  90x15
To0 = 100 = 13.5,then

X12+X 184+231
Py = X137%14 - 2541230 = 207.5mg%

This indicates that the blood glucose of about 10% of
individuals in the sample is more than 208 mg%
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Measures of Position for Grouped
Data
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Quartiles

To find Q, for grouped data

Q, classis that with least cf such thatcf ==
Q=L+ (E—Ef)ﬂ,where

L is the lower limitof (J class

Cf is the cumulative frequency of the pre (), class.

h is the width of Q, class
To find Q4 for grouped data

: . 3n
()5 class is that with least cf such that cf = e
— an h
Q. =L+ (T — E‘f)— , where

L is the lower limit of (J; class

Cf is the cumulative frequency of the pre (4 class.

h is the width of O, class



Percentiles

To find k" Percentile ( P,) for a grouped data,

We first find the P;, class, which is the class with least

cf such that cf = - Then Py is given by

L is the lower limit of the P, class

cfp—1 Is the cumulative frequency of the class preceding
the P;, class

h is the width of the P, class

f is the frequency of the Py, class
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Example (find Quartiles and Percentiles)
Consider the grouped data of systolic blood pressure
Find the three quartiles, p,,, and Py

_ Frequency | Cumulative
Class interval (f) frequency
(cf)

90-less than 110

S
@ 20

130-less than 130 30
150-less than 170 @
170-less than 190 @ 35

190-less than 210 a7

138



Example (continued)

(>, = median = 128 mmHg

To find Q4, we find Q4 class

%: 9.25, SO0, @ classis 110-130

Q, =110+ (9.25 — S)g = 115.67 mmHg
To find Q3, we find Q5 class

%Tn —27.75, S0, Q3 classis 130-150

20
Q, =130 +(27.75 —20) — =145 .5
10
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Example (continued)

To find P,

2227 =74, Py classis 110 — 130

P,y =110+ (7.4 — 5)2 = 113.2 mmHg.

To find Pqyg

237 ~333, Py class is 170 — 190

Poo = 170 + (33.3 — 33)22 = 173 mmHg.




Measures of Variation
(Dispersion)

Measures of variation measure its
“spread”. When the variation is small, this
means that the values are close together
(but not the same).

To understand Measures of Variation, consider
the following example
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Example

Think of the difference between
an exam with a mean mark of 65
in which scores ranged from (62
to 66) and an exam with an
average score of 65 in which
scores ranged from (30 to 90).

Scores of two groups

mean

Group (A) Group (B)
62 30
65 45
65 65
66 75
66 85
66 90
65 65
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Two frequency distributions with equal means but
different
amounts of variation.

H&fﬂfﬂﬂffﬂ Population 1

Population 2

el kS S S iy

143
Mean



Range

* The range 1s defined as the difference 1n value
between the highest (maximum) and lowest
(minimum) observation:

Range — Xmax — X min
* The range can be computed quickly, but 1t 1s not
very useful since 1t considers only the extremes
and does not take into consideration all of the
observations.
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Variance

* The Variance is a measure which uses the
mean as a point of reference.

* The Variance is less when all value are
close to the mean while it is more when
the values are spread out from the mean.
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Population variance

« The population variance of the observations x is
defined by the formula

E _q(xi— —p)*?

o N

x; = the item or observation

[/ = population mean

N = total number of observations in the population
That is the population variance is the arithmetic mean of
the sum of the squared deviations about the population

mean. 146



The standard deviation of a
population

The standard deviation is the most commonly used
in measures of variability. The standard deviation of

the population is given by

O':\/O'ZZN A 1(\le —1)*

Since most populations are large, the computation of 6% and o
are rarely performed. In practice, the population variance (or
standard deviation) is usually estimated by taking a sample
from the population and using S? and S as a estimate of g2

and o respectively.
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The sample variance

« The sample variance of the sample of the observations 1s
defined the formula

where,
s? = sample variance
X = sample mean
n = number of observations in the sample
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Example

» The following data represent the weight in kg of 6 children.
14,22 ,16,17, 20,19

Find the standard deviation

x =18
42 _
52 = . = 8.4 ng or X x—X (x — x)2 S
1082
§Z2 = 1986—— —a4kgz 14 4 16 196
5 T 22 4 16 484
S =+/8.4 = 2.898 kg 16 2 4 256
17 -1 1 289
20 2 4 400
19 1 1 361
total 108 0 42 1986
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Note:
*Standard deviation is never negative

*The unit of standard deviation is the same as
that of the raw data, so it is used to compare
data with the same units.

*The smaller is the standard deviation, the more
homogeneous is the distribution.
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Let the mean and the variance of a data set x4, x5,...x,, be
x and S?, respectively.

Consider the new data set obtained by the transformation
x'=ax + b,

Then the mean and variance of the new data set ,respectively,
are ax + b and a*S?.

Example:
Assume that the mean score of students mn a statistics class 1s

75 with standard deviation 10. The mstructor used the
transformation x'=0.78x + 20

What 1s the new mean. What 1s the new standard deviation
Thenew meanisax + b=0.78 %75 + 20=78.5
The new variance is a%S%= 60.84
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Coefficient of Variation

One important application of the mean and the standard
deviation is the coefficient of variation. It is defined as the ratio
of the standard deviation to the value of the mean, expressed
as a percentage.

S
Coefficient of variation (¢cv) = Z < 100%
Since both standard deviation and the mean are expressed in
same units, thereforecv is unit less or dimensionless.

variation of even unrelated quantities (with different units). It
also useful in comparing the variability among different
variables that vary in magnitude of the values (elephant weight
versus mouse weight) Therefore, it is possible to use it to
compare the relative
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Interquartile range

- The interquartile range tells us about the spread of
the middle half of the data.

* It is defined as the difference between the largest
and smallest values in the middle 50% of a set of
data. and it is defined by

IQR = Q3 — (4
IOR is not affected by extreme values.

In our example of blood glucose of the
ungrouped data, we have

Q; =165 and Q=116 mg%, so

IOR =165—116 = 49 mg%
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Formula for calculating the
standard deviation for grouped data
Sample standard deviation is given by

i i , Where
- :

m; is the midpoint of the i class.
f; is the frequency of the it" class.

r 1S the number of classes.

154



Example (finding S)
Consider the table that represents systolic blood
pressure of 37 smokers

Class Interval Frequency Midpoint m;f; m?f
(f) (m;)
90 — less than 110 b 100 500 50,000
110- less than 130 15 120 1800 216,000
130-less than 150 10 140 1400 196,000
150- less than 170 3 160 480 76,800
170- less than 190 2 180 360 64,800
190- less than 210 2 200 400 80,000

Total 37 4940 683,600
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683,600 -

37
|

J667 868 = 25.843 mmHg
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Example (continued)

Find the coefficient of variation

— S 0fy—= 258430/ — 0
v =< 0 =2% =19.3%

Note that there is some difference between results
from computations ungrouped and grouped data. The
size of the discrepancy depends on width of the class
interval and on the number of observations within an
interval. With short class intervals and large samples,

the discrepancy is negligible.
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Outliers
Recall that

An outlier is a number that is so far above the data set
or below most of the data set as to be considered
abnormal and therefore of questionable accuracy.

Outliers may come from

« data collection errors,

« data entry errors,

« or simply valid but unusual data values.

Regardless of the reason, it is important to identify the
outliers in the data set and examine outliers carefully to
determine if they are an error.

« An outlier is defined to be any data point that is
1.5 (IQR) below the lower quartile or above the upper
quartile. 158



Example (Outliers)

91 91 109 116 123 132 136 138 146 147
161 165 184 231 442
median = 138
lower quartile (Q,) = 116
upper quartile (Q3)= 165
IQR = 49
Q, — 15 (IQR) = 116 —73.5 = 425
Q; +1.5{QR)= 165+ 73.5 = 2385
any number below @, — 1.5 IQR =42.5 or any number

above Q; + 1.5 (IQR ) = 238.5 is an outlier.

So, 442 is an outlier.
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Box- Plot

Is another tool, which uses quartiles of a set of
measurements to describe the shape and the range of
the distribution.

To construct a box plot
1. Find the lower fence LF = Q; — 1.5(IQR)
2. Find the upperfence UF = Q3 + 1.5(/QR)

3. Findthe lower adjacent value LAV which is the
smallest value in the data set = LF.

4. Find the upper adjacent value UAV which is the
largest value in the data set < UF.

The five numbers (Q, Q,, Q3, LAV, and UAV) can be
used to create a box- plot.
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Example

To construct the box plot of the data in
the previous example.

Median = 138, Q,=116 and 0.=165
LF = Q; — 1.5(IQR) = 116 — 1.5(49) = 42.5

UF = Q4 + 1.5(IQR) = 165 + 1.5(49) = 238.5

LAV =91 UAV =231
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Example(Boxplot of the Previous Data )

HT *

outlier
LAV UAav

27 median

20 120 160 200 240 280 320 360 400 440
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Skewness of the distribution

positive skew: mean > median & high-

score whisker is longer
negative skew: mean < median & low-

score whisker is longer
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Distribution Shape Based Upon Boxplot

If the median is near the center of the box and each of
the horizontal lines have approximately equal length,
then the distribution is roughly symmetric

Frequency

0 ‘J\r | | | | I I | I | | | < I I I I I

25 300 35 40 45 50 55 60 65 70 75 25 35 45 55 65
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If the median is left of the center of the box and/or the

right line is substantially longer than the left line, the
distribution is skewed to the right.

Frequency

0

—
0 2 4

|
O

T T T T T T 1
20

S 10 12 14 16

18

22
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If the median is right of the center of the box and/or the
left line is substantially longer than the right line, the
distribution is skewed to the left.

40 -

ney

0 -

20

Freque

() 4

{}__Nl_i 4 | | | | | | | | | >

!
13 14 15 16 17 18 19 20 13 14 1516 17 18 19 20 21
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Exercise 1

Consider the following observations
63 58 28 65 55 83 57 61 61.

Find the mean, median, mode, variance, standard deviation,
coefficient of variation, interquartile range, 90t" percentile.

Construct a boxplot and find the outliers.

Exercise 2

The following data represent the weight lost by 15 members
of a club at the end of two months after joining the club.

510 8 72512514 11 10 21 9 8 11 18.
Construct a boxplot and find the outliers (if any).
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Exercise 3:

The following data represents serum cholesterol level of
49 individuals of physical activity 1 taken from table 2.1

Serum cholesterol level in milligram percent
199 272 166 239 238 223 190
209 171 147 199 255 199 228
240 192 201 203 243 186 165
239 162 246 234 161 298 211
219 179 212 231 185 180 205
219 221 216 195 173 206 215
176 234 204 225 187 290 218

1. Prepare a frequency table .



2. Find the mean, median and mode class.
and describe the distribution
. Find the three quartiles.

. Find 90" percentile.

. Find 10 percentile.
6. Construct a boxplot and find the outliers if any.

g b~ W
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Chapter 4
Probability




Before we can move from descriptive
statistics to inferential statistics, we need to
have some understanding of probability.

171



Counting Rules

Rule 1. Fundamental Counting Principle or
Multiplication Counting Rule

If an experiment consists of k steps and if the 15t step can

result im , outcomes, the 2" can result im , outcomes and

the ki step m . outcomes, then the total number of

outcomesisn ... 41 .

Examples:

1.Tossing a coin 3 times, the total number of outcomes is
2.2.2=8

2. Rolling 4 dice, the total number of

outcomes is 6.6.6.6= 64
172



3 .In aclass of 20 the no. of ways for selecting president,
vice-president, secretary, and treasurer is
20. 19 . 18 . 17 = 116280

4. If you had three different diet (D) choices by amount of
protein (low, medium, high) and three different choices by
amount of fat (low, medium, high),

there would be (n,)(n,) = (3)(3) = 9 differentdiets:

D,: protein (low), fat (low) D, protein (low), fat (medium)
D, : protein (medium), fat (low) D 5 : protein (medium), fat (medium)
D ;: protein (high), fat (low) D: protein (high), fat (medium)

D ;: protein (low), fat (high)
D :proteins (medium), fat (high)

D 4: protein (high), fat (high) 166



Examples

1. How many samples of size 5 can be selected from a
population of size 12?

Answer:
21

No. of samples= ¢ (12,5) = 12 = 792
51-7!

2. An English department at a university has 16 faculty
members. Two members will be selected at random to
represent the department. In how many ways can they
be selected?

Answer:
61

_ 16!
No.ofways = (16,2) = — 120
21-14)
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3. Suppose that three patients with snakebites are brought
to a physician. To his regret, he discovers that he has only
two doses of antivenin. The three patients are a pregnant
woman (w), a young child (c), and an elderly man (m).
Before deciding which two to treat, he examines his
choices:

C(3,2)= 3 = 3.2.1
21(3—2)! 2 1

The three choices are wc, wm, cm.

Note that cw, mw, and mc are the same as the first three
because order does not matter.
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Examples

4. A team comprising © people Is to be selected randomly

from 7 females and 8 males. Find the no. of possible
selections if

a. No conditions imposed
b. Half of the team is females.

c. I he team must have at most two males
Answer: No. of selections is
a. C(15,6)=455

b.There are n, =C(7,3) = 35 ways to select 3 females of 7,
there are n,= C(8,3) = 56 ways to select 3 males of 8, so
the total no. of selections = C(7,3).C(8,3)=35 x56=1960

c. C(8,0).C(7,6)+C(8,1).C(7,5)+C(8,2).C(7,4)=1155
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Rule 3: Permutations

There are basically two types of permutations:
1. No repetition

2. Repetition is allowed

A permutation with no repetition p(n, ) is the no. of
ways to select r different objects from n objects is de

fined by

n!
—7)!

p(n, 1) = e
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Examples

1. If we wish to identify vials of a medication by using three
different symbols, x, y, and z, how many different ways can
the vials be identified?

The answer 1s
P(3,3)=3!=3.2.1=6
The six different identifications are
XVyZ, XZY, YXZ, yZX, ZXy, and zyx.
2. Ina group of 10 people, a $20, $10, and $5 prize will
be given. In how many ways can the prizes be distributed
The answer 1s

P(10,3)="- = 10 X 9 X 8 = 720 ways
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Permutations with Repetition

If you have n things to choose from, and you choose r of them,

then the permutations are:
nnn..n=n"

r-times

Example: |f there are 10 numbers to choose from
{0,1,..9} and you choose 3 of them with repetition.
Then, we have

10.10.10 = 10° = 1000 permutations.
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Examples on combinations and permutations

1. In a group of 10 people, three $5 prizes will be
given. In how many ways can the prizes be distributed

101
Answer: C(10,3)= 5., 2

2. Ina group of 10 people, a $20, $10, and S5 prize will
be given. In how many ways can the prizes be distributed
The answer 18

P(10,3) ="~ = 10 X 9 X 8 = 720 ways
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3. Alocal school board with 8 people needs to form a
committee with 3 people. In how many ways can this
committee be formed.

Answer: C(8,3) = 5 ;!_3}5 56

4. A local school board with 8 people needs to form a

committee with 3 people, with 3 different responsibilities.
In how many ways can this committee be formed

> = 336.

(8—3)!
5. If there are three effective wavs of treatinag a cancer

Answer : P(8,3) =
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A random experiment:

an experiment which can be repeated any number of
times under the identical conditions

The set of all possible outcomes is known in advance
The outcome of a particular case is not known in advance

Examples:

Tossing a coin. Record outcome as “head” or “tail”

Rolling a die. Record outcome as the number of spots
facing up

Performing a surgical operation. Record the outcome as
“failure” or “success”

Corona virus disease .Record outcome as “recovered”,
“confirmed case” or “dead”

Record outcome as from 7-20 gm/d| approximately
Measures of Hemoglobin concentration in blood. 182



Sample Space

The sample space S of statistical experiment is the set
of all possible distinct outcomes of an experiment.

Examples:

* consider a set of six balls numbered 1, 2, 3, 4, 5, and 6.
If we put the six balls into a bag and without looking at
the balls, we choose one ball from the bag, then, this is
an experiment which has 6 possible outcomes i.e.

S={1,2,3,4,5,6}
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For a football game, S = {win, loss, tie},

For a surgical operation, S={success, failure}

~or a coin toss, S = {head(H), tail(T)},

~or tossing 3 coins, S={HHH, HHT, THH, HTH, TTH,THT,HTT, TTT}
-or rolling two dice,

S={(1,1),(1,2)...,(1,6),(2,1),(2,2),..(2,6), ...(6,1),(6,2)....,(6,6)}

For the number of heads in 4 tosses of a coin,

S ={0,1,2,3,4}

For the number of females in a family of 3 children

S ={0,1,2,3}

For tossing a coin until a head appear and record the number
of tosses

- S={1,234,5,..}

176



* A device that can be helpful in identifying all possible
outcomes of a random experiment is what is called
a tree diagram. It is described in the following
example.

* Construct a sample space that describes all three -
child families according to the genders of the

children wi*' == ===--**- Lot e
e b bbb
f / e g bbg
/ ) “\m\\ e b bgb
/ S g bgg
N o b gbb
A =
., - - g gbg
¢ Q G b ggb
S g 999

S= {bbb, bbg, bgb, bgg, gbb, gbg, ggb, ggg}
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Event

An event is a subset of the sample space which all elements
have some specified characteristic.

An event that includes one and only one of the (final)
outcomes for an experiment is called a simple event and is
denoted by E,.

Example, when rolling a die,

S={1,2,3,4,5,6}

we might consider the following events

A, =
A, =
A, =
A, =t

ne event of getting an even number = {2, 4,6}
he event of getting a number less than 4 = {1,2,3}
ne event of getting an odd number = {1,3,5}

ne event of getting an odd number greater than

or equal 3= {3.,5} 186



The intersection of two events

* The intersection of two events A and B, denoted

by (A and B) or(B ), is the event containing
all elements that areommon to A and B.
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Example

Sample space S

Suppose that a die is tossed. Let A and
B are events of the sample space

S={1,2, 3,45, 6}where;

A = the event that an even number
occurs = {2’ 4' 6} Event A and B

B = the event that a number greater
than3={4, 9, 6} Sample space S

Then the event containing all even
numbers (event A) that are greater than
3is {4,6}, which is just the intersection

of AandBor( , ~p-

Event A and B
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Mutually exclusive events

* Two events A and B are mutually exclusive if they
cannot occur together (Simultaneously).

* Orif the event (A —B) contains no elements.
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Examples (Disjoint events)

* Inrolling a die, consider the events A and B are subsets of
the same sample space

S={1,23,4,5, 6} where;
A = the event that an even number occurs = {2, 4, 6}
B = the event that an odd number occurs ={1, 3, 5}
Therefore, the event (A and B) contain no elements, and
subsequently the events A and B are mutually exclusive
or disjoint.
- The event of getting grade A and the event of getting grade
B in statistics quiz are disjoint.

- The event of having positivity for Covid-19 and that of
having negativity
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The union of two events

The union of two events A and B, denoted by

(A or B) OR (A U B), is the event containing all the elements
that belong to A or to B or both.
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Example

LetA be the event that a patient selected at random
has a hypertension. LetB the event that the patient
selected has high glucose level. Then the event

@A orB)=@ B ) is the set of patients who either have
a hypertension or have high glucose level, or who
have both.
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Example

In tossing a die, consider the events A and
B are subsets of the same sample space

S={1,23,4,5, 6} where;
A is the event that an even number
occurs. A ={2, 4, 6}
B is the event that a number greater
than3.B={4, 5, 6}

Sample space S

Then the event containing all the
elements that belong to A or to B or bgth
is AUB={2,4,5,6}
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Probability of an event

» Probability of an event is a numerical measure of the
likelihood that the event will occur

« Two Properties of Probability

1. The probability of an event always lies in the range 0 to 1.
0<pl4) <1
2. The sum of the probabilities of all simple events for an
experiment, denoted by £P(E;), is always 1.
P(E)+ P(E,)+ .. + P(Ey)=1
» Two or more outcomes that have the same probability of
occurrence are said to be equally likely outcomes
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Equally Likely Events

* Getting a 3 on the toss of a fair die and gettinga 5 on

the toss of a die are equally likely events.

* Getting an even number on the toss of a fair die and getting
an odd number on the toss of a die are equally likely events.
- When throwing a matchbox, all the faces not equally likely.

- Getting a 3 on the toss of a loaded die and getting a 5 on
the toss of a die are not equally likely events.
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Classical (Theoretical ) Probability Rule

1

P(E,) =
Total number of outcomes forthe experiment
Number of outcomes favorable to A
P(A) =
Total number of outcomes forthe experiment
Note:

‘It uses sample space to determine the numerical probability

that an event will occur.
*We don't actually perform the experiment to determine the

*Theoretical probability.
‘It assumes that all outcomes are equally likely to occur.
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Example

Tow coins: when tossing two coins, four outcomes are possible:

Second coin
First H T
coin
H HH HT
T TH TT

What is the probability of

Flipping two heads?
At least one head?

No heads?

One head and one tail?

. 186
Not more than one tail?



Answer:

Flipping two heads
P({HH})=1/4

At least one head
P{HT,TH,HH})=3/4

No heads
P{TT})=1/4

One head and one tail
P({HT, TH}) =2/4=1/2

Not more than one tail
P({HH,TH,HT})=3/4
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Relative Frequency Concept of Probability

[f an experiment 18 repeated n times and an event A 18
observed f times where f is the frequency, then, according to the
relative frequency concept of probability:

f  Frequency of A
P(A) =—=
n Sample Size

Example: The table represents the status of 200 people.

If one is selected at random, what is the probability of
positivity result and what is the probability of negativity
result

Results for o 59

~ovid -19 p(positive) = 2—%0 = 0.295
"y 151

Positive 29 p(negative) = 500 = 0.705

Negative 151 66




* This is called the empirical probability

* as the number of trials increases the empirical
probability gets closer to the theoretical (true)
probability.

Example: Proportion of times a fair coin comes up as a
llhead"

1.0

06 07 08 00

propartion of heads

1
|
|
|

0 2000 00 a000 8000 10000

200



Subjective Probability — uses a probability value

based on an educated guess or estimate, employing
opinions

and inexact information.

Often, you cannot “repeat” the probability experiment.
Example: What is the probability you will pass this class?

Example: What is the probability that you will get a certain
job when you apply?
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Notes

1. The term probability applies exclusively to a future
event, never to a past event (even if its outcome is
unknown).

2. Probability of event should be defined in the range
of 0 to 1, never more and never less.

3. A probability of 1.0 means that the event will
happen with certainty;

A probability of 0 means that the event will not
happen.

If the probability is 0.5, the event should occur once
in every two attempts on the average.
202



Properties of probability for mutually
exclusive events

1. The probability of an event is always between 0 and 1,
it is never negative and never greater than 1.

OsPE )k 1

2. The sum of the probabilities of all mutually exclusive
outcomes of an experiment is equal to 1.

PE, )+PE)) +.. +PE,)=1

Example: In a football game
P (win) +P (loss) +P (tie)= 1
In rolling a die

P (1)+P (2)+.. 4P (6)=1
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Conditional Probability

» Conditional probability is denoted at P (A|B). It is
the probability that A occurs, given that B has
occurred, and is given by the following ratio:

P(A|B)= P& P?;)d B)

providing P(B) is not equal to zero

The vertical line in P (A| B) is read “given”
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Independent events

Two events are said to be independent if the occurrence of one event
does not affect the occurrence of the other.

e.g. the events

* “Blood glucose of Ahmad is 120 mg percent” and
“Blood glucose of Omar is 200 mg percent” are independent events.
Also “ Ahmad is allergic to penicillin” and
“Omar is allergic to penicillin” are independent events

‘The outcomes of repeated tosses of a coin illustrate independent events,
for the outcome of one toss does not affect the outcome of any future
toss.
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Example

* Suppose the table represents the no. of
females and males in a statistics class of 45

students who are in favour of or against 2"
midterm exam

Against In favour of
(A) V)
Male (M) 15 5 20

Female (F) @ 17 25
Total 23 22 @
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If a student is selected at random, what is the probability that he
IS

1. Female.

2. Against exam.

3. Female and against exam.

4. Female given that he is against exam.

25
Answer: E=0-556
1.P F)= 523
—— — 0.511
2P @)= IO
8
P(FMNA)=—=0.178
3 45
0.178
B 0348 ORPFIA) =—2 —0.348
4.P F1A) = 23 0.511

207

=
NoteP F|A) P Q4;F. SoF andA are dependent.



Probability Rules

Multiplication rule
If A and B are any two events, then
P(Aand B) = P(An B) = P(A)P(B|A)
If A and B are independent, then P®B A )=PEB) and

P(AN B) = P(AP(B)

I.e., equal to the product of the probabilities of the two
events.
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Example

In tossing two coins, what is the probability that a
head will occur both on the first coin H, and on
the second coin H,

Answer:

P(H.,and H ) =

P(Hl M Hz) P(H )P(Hz) —

er—t
N | =
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Example

. If P(4) = 0.60, P(B) = 0.50 and

P(An B) =0.10, determine whether A
and B are independent.

Answer:
P(A).P(B) =030 # P(ANB).
« S0 Aand B are dependent
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Complementary events

The of an event A, denoted
by 2 isdefinedby aUa =s

Andso P(A) =1—P(4)
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Example (independent events)

* The probability that a patient is allergic to penicillinis
0.20. Suppose the drug is administered to 3 patients,
find the probability that

1. All are allergic.

2. None is allergic.

3. At least one is allergic.
4. Exactly 2 are allergic.
Answer:

Let A, A,, and A, be the events that the 151, the 2"d and
the 3 patients are allergic to penicillin, respectively
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Answer:
1. P(A;MA; 1N Az) = P(A,4,45)
=P(A,). P(A,). P(45)
= (0.20).(0.20).(0.20)
= 0.008

2.P(A A, A, = P(A1)P(;\_;)P(;\_;)

—=(0.80)(0.80)(0.80) =0.512

3. P(at least one is allergic) =1 (none is allergic)

=1-P(A, A, A,)

1 23

=1— 0.512 =0.488
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Example continued

4. P(exactly 2 are allergic )=

P(AA A)+ P(A A A)+ P(A A A)

= (0.20) (0.20) (0.80) + (0.20) (0. 80) (0.20) + (0.80) (0.20) (0.80)
= 0.096
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Example (dependent events)

At a hospital, there are 4 boys and 6 girls. If we

choose two children without replacement, what is the
probability that

1. both are boys
2. Both are girls
3. 0ne is a boy
Answer:

Probability of the first child being boy = 4/10
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1. the probability of both children are boys is
P(B,B,) = (=).(3) == = 0133

10 9 15
6 5 1
2. P(G,G,) = ().(2) =5 =0.333.
4 6 4
3. P(B,G,) + P(GB,) = — .2+ —=.2 = 0533
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Addition Rule

« The addition rule states that the probability that event A
or event B (or both) will occur equals the sum of the
probabilities of each individual event less the probability
of both.

For any events A and B
P(AuUB) =PA) + P(B)— P(AnB)
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* The reason for subtracting P(A n B) s
tha this portlon would otherwise be

218




Example

* In flipping two coins, you may wish to
know the probability of having a head
on the first coin H,, or on the second H,,

or on both H,and H,.
Answer: you use the addition rule

L 1

13
PHLVH)= S 4™,
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Addition Rule For Mutually Exclusive
events

For mutually exclusive events A and B

P(A U B) = P(A) + P(B)
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Example

* In an experiment involving a toxic substance,
the probability that a white mouse will be
alive for 10 hours is 7/10 and the probability

that a black mouse will be alive for 10 hours
IS

9/10. Find the probability that, at the end of 10
hours,

a. Both mice will be alive.

b. Only the black mouse will be alive.

c. At least one will be a live.

d. Exactly one will be alive.
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Answer:

LetB be the event that the black mouse
will be a live for 10 hours and

W be the event that the white mouse will
be a live for 10 hours. The events are
independent

a 9 7
* P(BNW)=P(B)P(W) = =0.63

10 10

— — O 3
b. P(BAW)=P(BYP(W)=——." =0.27
10 10
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C.P (at least one will be a live)

=P(BUW)=P(B)+P(W)—P(BNW)

9 7/
=—+——0.63 =0.97/

10 10

d.P (exactly one will be a live)=

- - 7 1 9 3
PWWNB)+P(BNW)=—.—+—.—=0.34
10 10 10 10
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De Morgan's Law

;. ANB=AUB
2 AUB=ANB

So, P(AnB)=RKAUB)=1-AAUB)

And
P(AuU B)=P(4A n B)=1-P(4 n B)
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s A=(ANB)U(ANB), so

P(A)=P(ANnB)+P(ANB)

( :
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Example

* The probability that an adult is of physical activity 1 is
0.30, the probability that his blood glucose is more
than 200 mg(%) is 0.13 and the probability of both is
0.08. if an adult is selected at random,

a. what is the probability that he is

i. either of physical activity1 or with blood glucose is
more than 200 mg(%) .

ii. Neither of physical activityl nor with blood glucose is
more than 200 mg(%) .
iii. Only with blood glucose is more than 200 mg(%) .
b. If one is selected at random and it is found that his
glucose is more than 200 mg%, what is the probability
that he is of physical activity 1. 226



Answer:

Let 1 be the event that the adult is of physical activity 1.

Let B be the event that the blood glucose is more than
200 mg(%). So,

P(H)=0.30 P(B)=0.13 and P(H (]1B) =0.08

P(H).P(B)=0.039% P(H N B),

SO,‘ the events H and B are dependent

227



Example continued

a. PPBHUB) = P(H) + P(B) — P(H N B)
= 0.30 + 0.13 — 0.08 =0.35

b.P(HNB)=1-P(HUB)=1-0.35

c. P(BNH)=P(B)—P(BNH)=0.13—-10.08
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d. P(Hgiven B) =

P(H M B) 0.08
P(B) 0.13

= 0.615

P(H | B) =

Exercise:

In a cafeteria, 80% of the customers order chips and 60% order
buns. If 20% of those ordering buns do not want chips, find the
probability that two customers chosen at random,

I. both order chips but not buns.

ii. exactly one of them orders a bun only.
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Exercise:

In a cafeteria, 80% of the customers order chips and 60%
order buns. If 20% of those ordering buns do not want
chips, find the probability that two customers chosen at
random,

I. both order chips but not buns.

ii. exactly one of them orders a bun only.
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Exercise

A hotel owner has determined that 83% of the hotel’s guests
eat either dinner or breakfast in the hotel restaurant. If 30%
of the guests eat dinner and 60% eat breakfast.

a. What is the proportion of the guests eat:
I. both breakfast and dinner.
ii. Neither dinner nor breakfast.
iii. Dinner and not breakfast.
b. Determine whether the events “eat dinner” and
“eat breakfast” are independent.
c. If a guest is selected at random and it is found that he has

eaten breakfast, what is the probability that he will eat
dinner.

231



Probagnﬁytﬁgéibution



Random variables
- A random variable is a numerical outcome of a random
process or random event
Examples:
1. three tosses of a coin
* S={HHH,THHHTHHHTHTT,THT,TTH,TTT}
- Random variable X = number of observed tails
* Possible values for X ={0,1, 2, 3}
2. If 4 balls are drawn without replacement from a box
contains 4 red and 6 blue
Random variable X = number of red balls
Possible values for X ={0,1, 2, 3,4}
3. If 5 balls are drawn with replacement from a box contains
4 red and 6 blue
Random variable X= number of red balls
Possible values for X ={0,1, 2, 3,4,5} )33




Types of Random Variables

1. A discrete random variable

2. A continuous random variable

A discrete random variable is a quantitative random
variable that can take on only a finite number of values
or a countable number of values.

Examples:
The number of children per family

ne number of cavities a patient has in a year.

ne number of bacteria which survive when treatment
with some antibiotic.

The number of times a person had a cold in Gaza Strip.
The number of accidents in a certain way during a week.
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Continuous Random Variable

A continuous random variable is a quantitative
random variable that can take infinite number of
values within an interval

Example:
* The time taken by a student to complete an exam

*The amount of rainfall in during the month of
January

‘The starting salaries of all college graduates with a
computer science

‘Intelligent quotient of students in a class.
*Stress score of a student before statistics exam,,.



Probability distribution

* A probability distribution is the listing of all
possible outcomes of an experiment and the
corresponding probability.

* Depending on the variable, the probability
distribution can be classified into:

1. Discrete probability distribution
2. Continuous probability distribution
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Discrete probability distribution

A discrete probability distribution
is a table, graph, formula, or other device
used to specify all possible values of a
discrete random variable along with their
respective probabilities.
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Discrete probability distribution

Probability distribution of
number of children per
family in a population of
50 families
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10/30
9/50
8/50
7/50
6/50
5/50
4/50
3/50
2/50
1/50

Probability P (X)

0
0

Discrete probability distribution

1 2 3 4 5 6 7 8 9

10 X
Number of children/family

Bar chart Graphical representation of the Probability distribution of
number of children per family for population of 50 families 225



((Two Dice Example

Ve
s
77 .

® [ B

N e
\@

&
® \\

e \

Random variable X = the sum of two dice

X takes on values from 2to 12

* Use “equally-likely outcomes” rule to calculate the
probability distribution:

X 2 3 4 5 6 7 8 9 10 |11 12
#of (1 2 3 4 5 6 5 4 3 2 1

Outcomes

P(X) 1/36 | 2/36 |3/36 |4/36 |5/36 |6/3 |5/3 |4/3 |3/3 |2/36 |1/36

Note that Z P(X) =1

P(sum > 10) = P(sum = 11) + P(sum = 12) = 3/36
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Probability

7/36
6/36
2/36
4/36
3/36
2/36
1/36

2 3 4 3] 5] 7 8
Sum ofoutcomes
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Examples of discrete probability
distribution

Toss of Two Coins Roll of a Die Sex of Three-child Family

E P (E) E P (E) E P (E)
HH 1/4 1 1/6 3 boys* 0.125
HT 1/4 2 1/6 2 boys. 1 girl 375
TH 1/4 3 1/6 1 boy, 2 girls 375
TT 1/4 4 1/6 3 girls 125

1.0 5 1/6 1.000
6 1/6

1.0




Example

- A sample of two students is selected at random from
a group of 4 males and 7 females. Let X be the

number of males in this sample. List the probability
distribution of X.

* Answer: X=0,1,2

p(X=0) = p(F;F,) X  PX)
=p(F,)p(F, | F;) 0 42/110
=(7/11)(6/10)=42/110. 1 56/110

P(X=1) =p(M;Fy)+p(F;M,) 2 12/110
=(4/11)(7/10)+(7/11)(4/10) :
=56/110.

= (4/11)(3/10)=12/110 243



Properties of a Discrete Distribution

The main properties of a discrete probability distribution are:

The probability of a particular outcome,P (X ), is between 0
and 1.00.

The sum of the probabilities of the various outcomes is 1.00.
That is,

PX,)+. . .+P (X\) =1

The outcomes are mutually exclusive. That is,
P (X andX,) =0 and

P (X orX,) =P (X,)+P X,) »



Example: Check whether the function given by

Flx) =22 x = 1,2,3,4,5,

can serve as the probability distribution of a
discrete random variable.

e f(x)>0forx=1,234,5
* fFAD+F(2)+ )+ f(4) + f(5)=1
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Summary Measures

1. Mean (Expected value)
Mean of probability distribution

E(X)=u=) X P(X)
2. Variance 2
o'=) (X =) P(X)=) X P(X) =4
3. Standard deviation:

szgz\/ZX 2p(X ) = i
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Discrete probability distribution
Example

You toss 2 coins. You're interested in the number of tails.
What are the expected value & standard deviation of this

random variable, number of tails?

* Finding the mean:

X | pX) X pX)

0 (025 |0

1 050  [0.50

2 [025  |0.50
2% P =]1.0

v=>xPxF1.0
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Example:
You toss 3 coins. You're interested in the number of tails.
What are the expected value & standard deviation of this

random variable, number of tails?

Finding the mean: X |PK) | X PX)

Let X be the number of tails 0 1/8 0

X=0,1,2,3

P(X =0) = P(HHH) = 1/8 1 3/8 3/8

P(X = 1) = P(THH) + P(HTH) + P(HHT)[ 5 | 3/ ™
=3/8

P(X = 2) = P(TTH) + P(THT) + P(HTT) | 3 | 1/8 3/8

=3/8 S x px) =|12/8=1.5
P(X = 3) = p(TTT) = 1/8

v=>xprix) = 15
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Finding the standard deviation:

X P(x) XP(x) X2 P(x)

0 1/8 0 0

1 3/8 3/8 3/8

2 3/8 6/8 12/8

3 1/8 3/8 9/8
Total 1.00 12/8 24/8=3

u=1.5, o2= 3- 1.52 = 0.75

H= +0.75 =0.866
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Mean of Discrete random variables

 Example: X = sum of two dice

u= XX PX)

— X1P(X1) +X2P(X2) +X12P(X12)
X | 2| 3| 4| 5|6 | 7| 8| 9 ]10]|11] 12
PX) | 1/36 | 2/36 | 3/36 | 4/36 | 5/36 | 6/36 | 5/36 | 4/36 | 3/36 | 2/36 | 1/36

(1
no=2

36

=252/36 =17

)

36

)+ 4.(3/36) + - +12.(1/36)
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Variance of Discrete Random Variable

* Example: X = sum of two dice

X 2 3 4 5 6 7 8 9 10 11 12

Pe) | '2° | 2/36 | 3/36 | 4/36 | 5/36 | 6/36 | 5/36 | 4/36 | 3/36 | 2/36 | 1/36

2 4/36 | 18/3 | 48/36 | 100/36 | 180/36 | 294/36 | 320/36 | 324/3 | 300/3 | 242/3 | 144/36
X“Pf) 6 6 6 6

02=4/36+18/36+48/36+100/36+180/36+294/36+320/36+324/36+300/36+242/36+144/36 —
b2
=1974/36-49 = 54.833-49=5.833
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Binomial Distribution B(n, p)

A binomial experiment has the following conditions:

1. There are n repeated identical trials.

2. Each trial has only two possible outcomes (success or
failure, boy or girl, dead or a live, good or defective,
yes or no).

3. The probability of a success, p, is constant from trial to
trial

4. The outcome of each trial is independent of the
outcomes of any other trial; that is, the outcome of one
trial has no effect on the outcome of any other trial.
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Binomial distribution

- When the conditions of the binomial experiment are
satisfled, our interest is in the number of successes
occurring inthe trials.

* Example

If a certain drug is known to cause a side effect 10%
of the time and ifive patients are given this drug,
what is the probability thatour or more experience
the side effect?

More Examples
— No. of Correct ion a 33 question exam.

— No. of H observed when tossing a fair coin 5 times.

-- No. of defective items in a sample of 20 items from a large
shipment
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The Binomial probability formula

 The probability of obtainingr successes inn trials

with a probability® of success in each trial can be
calculated using the formula;

If X denotes the number of success, then

P(X=r)=Cc(n,r)P'(1-P)"", o<r <n

Mean & Variance of the Binomial Distribution
The mean is found by:

L = nP
The variance is found by

o’ =nP(1-P)
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p(X=1)=
n(X=2)
n(X=3)

(
(
(

C(3,1).
C(32).
C(3,3).

Example

* Intossing a coin 3 times, let X be the no. of H
observed. List the probability distribution of X.

. X= 0,1,23. p=1/2
n(X=0)=C(3,0).("

/2)°(1/2)3 =1/8
/2) (1/2)2 =3/8
/2)2(1/2)" =3/8
/2)3(1/2)° =1/8
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Example

X 0 1 2 3
PX) 1/8 3/8 3/8 1/8 YP(x)=1

Find the probability of observing at least 2 H.

P(X 22)=P(X =2)+P(X =3)=3/8+1/8=1/2

256



Exercise

* Tossing a fair coin 8 times. Let X be the number of H
observed.

a. What is the probability of observing
I. Exactly 3 H.
ii. More than 2 H.

b. Find the mean and the standard deviation of the
distribution.
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Example

It is known that approximately 10% of the population is
hospitalized at least once during a year. If 10 persons in such a
community are to be interviewed.

1. What is the probability that you will find

a.All have been hospitalized at least once during the year.
b.50% have been hospitalized at least once during the year.
c.Exactly 2 have been hospitalized at least once during the year
d.At least 3 have been hospitalized at least once during the year .
2. Find the mean and the standard deviation of the distribution.
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Answer:

Let X be the number of persons have been hospitalized at
least once during the year.

X=0,1,2,3,4,5,6,7,8,9,10.
a.p(X=10) =C(10,10).(0.10)19(0.90)% =10 -10
b.p(X=5) =C(10,5).(0.10)°(0.90)° =1.488(10 3)
c.p(X=2)=C(10,2).(0.10)2(0.90)8 =0.194.
d.p(at least 3) = p(X is greater than or equal 3)
=1- p(X<3)
=1-(p(X=0)+p(X=1)+p(X=2))
P(X=0)=C(10,0) .(0.10)%(0.90)'9 =0.349
P(X=1)=C(10,1) .(0.10)(0.90)? =0.387
p(at least 3)= p(X =3) = 1- p(X<3)
=1 (0.349+0.387+ 0.194)= 0.07 259




* Mean = nP =10(0.10) =1
* Variance ;2 = pp(1—p)
= 0.90

» Standard deviation s=+/0.90 =0.949
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Using the Binomial Probability Table
n=8,p =0.7, find P(r =6):
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Binomial Probability Distribution

* To construct a binomial distribution, let

— n be the number of trials
— r bethe number of observed successes
— P be the probability of success on each trial

* The formula for the binomial probability distribution

is: SR -
r) = D .
p(r) Kr!(n—r)!) P q
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Exercise

A biologist is studying a new hybrid tomato. It is
known that the seeds of this hybrid tomato have

probability 0.70 of germinating. The biologist plants
10 seeds.

a.What is the probability that
I. exactly 8 seeds will germinate?
ii. at least 8 seeds will germinate?
iii. at least 2 seeds will germinate?

b. What is the expected number of seeds in this
sample to germinate.
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o.1a 0.20d

0.0

a.1a 0.2ad

a.a

a 1 2 3 4

Characteristics of
Binomial Distribution

5 ] 7 | a9 1a

(3]
=

15

0

0.0 0.4a5

a 1 2 3 4 5 ] 7 | a9 1a

Notice that when p< 0.5 the
distribution is skewed right, and
when p 0.5 the distribution is
skewed left. When p =0.5, the
distribution is symmetric.
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Common English expression and corresponding inequalities
(consider a binomial experiment withn trials andr success)

Expression

Inequalities

Four or more successes
At least four successes
No fewer than four successes

Not less than four successes

r >4
Thatis,r =4,5,6, ......,n

Four or fewer successes
At most four successes
No more than four successes

The number of successes does not exceed
four

r <4
Thatis,r =0,1,2,3,0or4

More than four successes r>4
The number of successes exceeds four Thatisr =5, 6, 7, .........., N
Fewer than four successes r<4

The number of successes is not as large as

‘Al 'R
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Continuous
probability
distribution



* Continuous random variables have a non-
countable number of values

* Can't list the entire probability distribution, so we
use a density curve instead of a histogram
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Recall

A continuous probability distribution can assume an
infinite number of values within a given range — for
variables that take continuous values.

* The distance students travel to class.

* The time it takes an executive to drive to work.
* The length of an afternoon nap.

* The length of time of a particular phone call.

* The size of some kind of fruits.
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Probability distributions of continuous
random variables

f(x)

| — 269



Probability distributions of continuous
random variables

Imagine the situation where the number of observations is
very large and the width of class intervals is made very small.

The resulting histogram might look like this figure
f () _

il b .

A histogram resulting from a large number of vales and small class intervals X




Probability distributions of continuous
random variables

Imagine the situation where the number of observations is
very large and the width of class intervals is made very small.

The resulting histogram might look like this figure
f(x) _

il b .

A histogram resulting from a large number of vales and small class intervals X




Probability distributions of continuous
random variables

As then of observations used to construct the histogram approaches
infinity, and the width of the class intervals goes to zero, we will arrive at
a smooth curve superimposed on the histogram called a density curve.

f(x) .
IS

LN
AN

AN
18
1
1N
1\
>
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Normal probability distribution

Many continuous variables are approximately normally
distributed

*Physical and mental properties of people as (height,
weight, body temperature, blood pressure, 1Q,... ).

*Size of apples, oranges,....
*Weight of a born baby.
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Normal Probability Distribution
NG )

Normal Probability Density Function

: (x=w)°
f(x) = e %7
\N277T0
where:
[ = mean
o = standard deviation
7 = 3.14159
e= 2.71828

This formula generates thedensity curve which gives

the shape of the normal distribution. 0






Properties of the Normal Distribution

There are several characteristics that make the normal distribution
very important for statisticians

*  "Bell shaped” and Symmetrical

about the meany. f(x)
* Unimodal and its mode
occurs atx =y.

*  Mean, median and
mode are equal

* Interquartile range
equals 1.33 ¢

* Random variable has infinite _ /////ﬁ%
range from —0o to 00. P
* The total area under the Mean
curve and above the Median

horizontal axis is equal to 1. Mode
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Properties of the Normal Distribution
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Different Normal Distribution

The normal distribution depends on the values of the parameters
u, the population mean and o, the population variance.

H 1 IJ7 < 'UZ H 2 X
a. Two normal curves, which have the same standard deviation but
different means
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Properties of the Normal Distribution

b. Two normal curves with the same mean but different
standard deviations
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Properties of the Normal Distribution

c. Two normal curves that have different means and different
standard deviations.




Different Normal Distributions

- Each different value of p and o2 gives a
different Normal distribution, denoted N(y,02)

N(0,1)

- We can adjust values of u and ¢4 to provide
the best approximation to observed data

* If y =0 and o2 =1, we have the Standard
Normal distribution
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Property of Normal Distributions
Empirical Rule

About

68.26% of observations are betweenpy-cand py+ o
* 95.45% of observations are between y - 20 and p + 20

* 99.74% of observations are between p - 3o and p + 30
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y Empirical Rule

68.26% of the data
—

45% of th
gata

-% of the dat.

0 x
Lo opyngnt, Robert Nilas, hllpfesswwe robertndes comistalsistdev_ehilml
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Normal Distribution

284

34.13% 34.13%
/ 13.595% © 13.595% \
2.145% | 2.145% L\T-Es% |
.IE'I:'_ECI If.l:-_lj -IE'I:' P:-h:l‘ ,L’:-+2':r

P(X 21)=050 P(y—0<X<pu+0)=0.6846 P(y—20<X <uy+20)=0.9545



Application of the Empirical Rule

Women participating in a three-day experimental diet regime
have been demonstrated to have normally distributed weight
loss with mean 600 g and a standard deviation 200 g.

a) What percentage of these women will have a weight loss
between 400 and 800 g?

b) What percentage of women will lose weight too quickly on
the diet (where too much weight is defined as >1000g)?
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X : (600,200)

~ 68.26%

0 200 400 o600 800 71000 71200

286



2.275 %

|

0 200 400 600 800 171000 171200
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Areas under the Normal Curve

« The area under the curve bounded by the two ordinates

X = X,and X = X, equals the probability that the random
variable X assumes a value between X = X, and X = X,.
Thus, for the normal curve in the Figure below,

the P(X; <X < X,)isrepresented by the area of the

D\
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Which Table to Use?

Yet we must use tables if we hope to avoid the use of integral calculus

-

e —————————

An infinite number of normal distributions means an infinite number of
tables to look up!

It would be hopeless task to set up separate tables of nhormal curve areas
for every conceivable value of y and o
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Finding Probabilities

Probability is the
area under the
curvel
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The Standard Normal Distribution

Fortunately, all the observations of any normal
random variableX could be transformed to a new

set of observations of a normal random variablg

withean zero amdriance 1 , by using the
transformation

X — U
o

/S =

So, ifx is normally distributed with mean p and standard
deviation o, therz is normally distributed with mean 0 and
standard deviation 1 "t



standardization

* Since we only have a standard normal table,
then we need tdransform our non-standard
normal distribution into a standard one by the
formula

X — K
O

P

* This process is called standardization
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The Standard Normal Distribution

* The new distribution is called Standard Normal Distribution, with
mean equal to 0 and it's standard deviation equal to ”

Areas will be equal.

O

(
A

X, X U X 2 40 z
Any Normal Distribution Standard Normal Distribution




2-SCOres.
Zz-scores are "standard scores".

A z-score states the position of a raw score in relation to the
mean of the distribution, using the standard deviation as the
unit of measurement.

raw  score — mean

Z o
standard deviation

1. Find thedifference between a score and
the mean of the set of scores.

2. Divide this difference by the SD (in order
X —p to assess how big it really is).

for a population

zZ =
o

for a sample
X - X 294

S

Z:




11

Nos5.45% [
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Why use z-scores?

1. z-scores make it easier to compare scores from
distributions using different scales.

e.g. Two tests:
Test A: Ahmad scores 78. Mean score = 70, SD = 8.
Test B: Ahmad scores 78. Mean score = 66, SD = 6.

Did Ahmad do better or worse on the second test?
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Test A: as a z-score, z = (78-70) / 8 =1.00
Test B: as a z-score, z=(78-66) / 6 = 2.00

Conclusion: Ahmad did much better on Test B.

X=70 X=78 X=66 X=78
sd =8 sd=6
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2. z-scores enable us to determine the relationship between
one score and the rest of the scores, using just one table for
all normal distributions.

e.g. If we have 480 scores, normally distributed with a mean
of 60 and an SD of 8, how many would be 76 or above?

(a) Graph the problem:

X=60 76
total =480 s =38



299

X=60 76
total =480 s =38

(b) Work out the z-score for 76:
z=(X-X)/s = (76-60)/8 = 16/8 =200

(c) We need to know the size of the area beyond z (remember -
the area under the normal curve corresponds directly to the
proportion of scores).

area beyond z=2 is 0.50-0.4772=0.0228
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0.0228

X=60 76
total=480 s=8

(d) So: as a proportion of 0.0228 of scores are likelyto be 76
or more.

As a percentage, = 2.28%

As a number, 0.0228 * 480 = 10.94 scores.



How many scores would be 54 or less? 301

Graph the problem:

54 X=60
total =480 s =38
z=(X-X)/s = (54-60)/8 = -6/8 =-0.75

Use table byignoring the sign of z : “area beyond z” for 0.75 =
0.2266. Thus 22.7% of scores (109 scores) are 54 or less.



Standard Normal Distribution Tables

* By standardising any normally distributed random variable,
we can use just the table namely,

Areas Under the Normal Curve

Or
Areas of a Standard Normal Distribution

Such tables are usually found in the Appendix of any statistics
book.
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Z-Distribution

[ 2| o0 [ o0 | 02 | 03 | 04 [ 05 [ 06 [ 07 | 08 | .09
0.0 T 0000 [ 0040 [ 0080 [ .0120 | 0160 [ 0199 [ 0230 [ 0279 [ .0319 | .0350
001 [ L0308 | 0438 | 04T | 0517 | 0557 | 058086 | 0636 [ 0675 | 0714 | 0753
0.2 | 0793 | 0832 | 0OST1 | 0010 | 0948 | 0087 | 1026 | 1064 | 1103 | 1141
0.3 | 1179 | L1217 | 1255 | 1293 | 1331 | (1368 | 1406 | 1443 | 1480 | 1517
04 [ 1554 | (15091 | 1628 | 1664 | 1700 | 1736 | 1772 [ (1808 | (1844 | (1870
0.5 | 1015 | (19500 | 1985 | 2010 | 2054 | 2085 | 2123 [ 2157 | 21090 | 2224
(L6 [ 2257 | 2201 | 2324 | (2357 | 2880 | 2422 | 2454 [ 2486 | (2517 | 2549
0.7 | 2580 | L2611 | 2642 | 2673 | 2704 | 2734 | 2764 [ 2704 | (2823 | (2852
(L8 [ 2881 | 2010 | 20930 | 2067 | 2005 | 3023 | 3051 [ 3078 [ 3106 | 3133
0.9 | 3150 | 3186 | 3212 | 3238 | 8264 | 3280 | 3315 | 3340 | 3365 | 3380
1.0 | 3413 | 3438 | 3461 | 3485 | 3508 | 3531 | 3554 | 3577 | L3500 | 3621
11| 3643 | 3665 | 3686 | AT08 | 4720 [ 3740 [ 4770 | AT00 | 3810 | 3830
1.2 | 3840 | 3860 | ASSS | 3007 | 3025 | 3044 | 3962 | 30980 | 3997 | 4015
13| 4032 | 4049 | 4066 | 4082 | 4009 | 4115 | 4131 | 4147 | 4162 | 4177
L4 | 4192 | 4207 | 4222 | 4236 | 4251 [ 4265 | 4270 | 4202 | 4306 | 4319
1.5 | 4332 | 4345 | 4357 | 4370 | 4352 | 4304 [ 4406 | 4415 ) 4429 | 444l
LG | 4452 | 4463 | 4474 | ddsd | 05 | 4505 | 4515 | 4525 | 4535 | 4545
L7 | 4554 | 4564 | 4573 | 4582 | 4501 [ 4590 | 4608 | 4616 | 4625 | 4633
L8 | 4641 | 4640 | 4656 | 4664 | 4671 [ 46TE | 4686 | 4603 | 4609 | 4706
1.9 | AT13 | AT10 | AT26 | 4732 | 4738 | 4744 | 4750 | ATH6 | 4AT61 | ATGT
2.0 | ATT2 | ATTR | ATE3 | ATSR | 4793 | ATOS | 4803 | 4808 | 4812 | 4817
2.1 [ 4821 [ 4826 [ A=30 [ 4834 | 4838 | 4842 | 4846 | 4850 | 4854 | 4857
2.2 | ABG1 | 4864 | ABGE | ASTL | 4875 | ASTS | 4881 | 4884 | 4887 | 4800
2.3 | 4=03 | 4806 | ARO8 | 4901 | 4904 [ 4006 | 4909 | 4011 | 4913 | 4916
2.4 | 40918 | 49200 | 4922 | 4925 | 40927 | 4020 | 4031 | 4032 | 4934 | 4936
2.5 | 40935 | 4040 | ADd1 | 4943 | 4945 | 4046 | 4948 | 4040 | 4051 | 40952
2.6 | 4953 | 4955 | AD56 | 4957 | 4950 | 4060 | 4961 | 4962 | 40963 | 4964
2.7 | 4065 | 40966 | ADGT | 4968 | 40960 | 4070 | 4971 | 4072 | 4073 | 4074
2.8 | 4074 | 4975 | ADT6 | 4977 | 40977 | 4078 | 4979 ) 4070 | 4980 [ 40951
2.0 | 4981 | 4082 | 4082 | 4083 | 4084 | 4084 | 4085 | 4085 | 4086 | 4086
3.0 | AORT | 08T | AOST | 088 | 4088 | 4080 [ 4050 | 4080 | 4990 | 4990
3.1 | 4900 | 4901 | 49091 | 4991 | 4992 [ 4002 [ 4002 | 4002 | 4993 [ 40903
3.2 | 4903 | 4003 | 4994 | 4004 | 4004 | 4004 | 4994 | 4005 | 4995 | 4905
23| 4005 | 4905 | 48005 | 4906 | 4996 | 4006 | 490946 | 4006 | 4996 | 49097
S| 4007 | 4007 | 4007 | 4907 | 4997 | 4007 | 4007 | 4007 | 4997 | 4008
3.5 | 4005 | 4008 | ADO05 | 4908 | 4005 | 4005 | 4008 | 4005 | 4008 | 4008
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Use of the Normal Probability Table

Entries give the probability that a standard normally distributed random

variable will assume a value between 0 and a given z value.

Example:

Find the probability thatz is between 0 and 1.74.

‘Locate a value of z equal to 1.7 in the left column.
‘Move across the row to the column under 0.04, where we read 0.9591.

Therefore,

— B -
Z .00 .01 .02 .03 ‘DD .05 .06 .07 .08 .09
1.5 4332 4345 4357 4370 4382 4394 4406 4418 4429 44417

//
1.6 _4452%_44?4 4484 4495 4505 4515 4525 4535 4545
/ A
@ﬁd 4564 4573 4582 @ 45499 4608 4616 4625 4633




11.P (z < 1.74) = 0.50 + p(0<z<1.74)
= 0.50+0.4591=0.9591

d

0 1.74

305



p(z>1.74) = 0.50 -p (0<z<1.74) =0.50 - 0.4591= 0.0409

e
7
/ ==

0 0174 Z
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0(z<1.28) = 0.5+0.3997=0.8997 = 0.90

P(z>1.28) = 0.5-0.3997 = 0.1003

P(z<-1.28) =0.1003 = 10%

* So the z value corresponding to the Py, = 1.28, and

the z value corresponding to the P,,=-1.28

p(z<1.64)=0.5+0.4495= 0. 9495 = 95,
So the z value corresponding to the Py =1.64

Exercise
Find the z value corresponding to Q, and Q,
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To find percentiles
Py, is the value that is preceded by 90% and followed by 10%

of the ranked data
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P.ois the value that is preceded by 10% and followed by 90%
of the ranked data
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Computing Normal Probabilities

1. State the problem.

2. What is the appropriate probability statement?
3. Draw a picture and shade required area

4. Convert to a standard normal distribution

5. Find the probability in the standard normal table
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Example: Suppose the number of a particular type of
bacteria in samples of 1-ml of drinking water tend to be

approximately normally distributed with u =85 and o2 = 81.

a. What is the probability that a given 1-m| sample will contain
I. more than 100 bacteria?

ii. Between 90 and 100

iii. Between 70 and 100

Iv. Less than 90

v. Less than 70.

b. Is it possible that the number of this type of bacteria to be
more than 125 in a sample of 1-ml of this water?
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a.
i. More than 100

We are to find theP (x> 100)
Sketch a curve

To find the P (x >100), we need to evaluate the area
under the normal curve to the right of x =100.



To find the P (x >100), we need to evaluate the area
under the normal curve to the right of z=1.67

o=1

Find this area

P(X >100) =p (z > ) = P(z > 1.670)
= 0.50 — 0.4525 = 0.0475 313



314

ii. Between 90 and 100

We are to find theP (90<sx< 100)

ﬂ Find this area
N

Sketch a curve

85 %00 X

To find the P (90<sx< 100), we need to evaluate the area
under the normal curve fromx =90 tox = 100.



P(90 < X < 100)

_ ,(90-85 _ 10085
- 9 g 9

= P(0.56 < z < 1.67)
=P(0<z<1.67)—P(0<z<0.56)
= 0.4525 —0.2123 = 0.2402
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lii. Between 70 and 100

We are to find theP (70<x< 100)

{, Find this area
Sketch a curve

/ \= 9
To find the P (70<x< 100), we need to evaluate the area

70 85 100 X
under the normal curve fromx =70 tox = 100.
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P(70 < X < 100)

_,(70-85 _ 10085
- 9 g 9

= P(—1.67 <z < 1.67)

= 2P(0 < z < 1.67)=2(0.4525)
= 0.9050
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iv. Less than 90
We are to find the P (x< 90)

Find this area

Sketch a curve
ﬂ g=9

85 9900 X

To find the P (x <90), we need to evaluate the area
under the normal curve to the left of x = 90.
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Less than 90

ﬂ Find this area

6 =1

Sketch a curve

0 OI.56 74

To find the P(z <90), we need to evaluate the area

under the normal curve to the left of z = 0.56. 215



Less than 90

90 — 85
P(X<90)=P(z< )

9
= P(z<0.56)=05+0.2123 =0.7123
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v. Less than 70

We are to find theP (x< 70)

Sketch a curve
Find this area

ﬂﬂ/

70 85 X

To find the P (x <70), we need to evaluate the area

under the normal curve to the left of x = 70. -



e P(X <70) =P (z < 7”‘85)

= P(z < —f.ﬁ?’)
= 0.50 — P(0 < z < 1.67)
= 0.50 — 0.4525

= 0.0475
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125 —85
b. p(x >125)—p(X> )=p(X >4.44) =0
9

So it is impossible to have a number of bacteria more than 125.

Findingx value when probabilities (areas) are given

1. State the problem

2. Draw a picture

3. Use table to find the probability closest to the one you need

4. Read off the z-value
5. use the formula x =y + zo
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Example

For the previous example with y=85 and standard deviation ¢ =9, a.
find the value ofx that

i. 45% of the area below it
ii. 14% of the area above it.
b. Find Py, P, for the normal distribution

Solution

In this problem we reverse the process and begin with a known
area or probability, find the z value, and then determine x by the

formula

X=2z0+
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Z-Distribution

[ 2| o0 [ o0 | 02 | 03 | 04 [ 05 [ 06 [ 07 | 08 | .09
0.0 70000 [.0040 70050 [ 0120 [ 0160 [ 0199 [ 0230 T .0279 [ .0319 [ .0359
(L1 | 03095 | 0438 .UJTH(\JEEEE/:)MHE? 0596 | 0636 | 0675 | L0714 | 0753
0.2 | L0793 | .0832 | 0871 | . 0048 | 0087 | 1026 | 1064 | 1103 | 1141
0.3 | 1179 | L1217 | 1255 | 1293 | 1331 | (1368 | 1406 | 1443 | 1480 | 1517
04 [ 1554 | (15091 | 1628 | 1664 | 1700 | 1736 | 1772 [ (1808 | (1844 | (1870
0.5 | 1015 | (19500 | 1985 | 2010 | 2054 | 2085 | 2123 [ 2157 | 21090 | 2224
(L6 [ 2257 | 2201 | 2324 | (2357 | 2880 | 2422 | 2454 [ 2486 | (2517 | 2549
0.7 | 2580 | L2611 | 2642 | 2673 | 2704 | 2734 | 2764 [ 2704 | (2823 | (2852
(L8 [ 2881 | 2010 | 20930 | 2067 | 2005 | 3023 | 3051 [ 3078 [ 3106 | 3133
0.0 | 3150 | 3186 | 3212 | 3238 | 8264 | 3280 | 3315 | 3340 G | 3380
1.0 | 3413 | 3438 | 3461 | 3485 | 3508 | 3531 | .3554 _3577‘:_ﬂaﬂgb 3621
11| 3643 | 3665 | 3686 | AT08 | 4720 [ 3740 [ 4770 | AT00 | 3810 | 3830
1.2 | 3840 | 3860 | ASSS | 3007 | 3025 | 3044 | 3962 | 30980 .3907) 4015
1.3 | 4032 | 4049 | 4066 | 4082 | 4009 | 4115 | 4131 | 4147 | TTI62 | 4177
L4 | 4192 | 4207 | 4222 | 4236 | 4251 [ 4265 | 4270 | 4202 | 4306 | 4319
1.5 | 4332 | 4345 | 4357 | 4370 | 4352 | 4304 [ 4406 | 4415 ) 4429 | 444l
LG | 4452 | 4463 | 4474 | ddsd | 05 | 4505 | 4515 | 4525 | 4535 | 4545
L7 | 4554 | 4564 | 4573 | 4582 | 4501 [ 4590 | 4608 | 4616 | 4625 | 4633
L8 | 4641 | 4640 | 4656 | 4664 | 4671 [ 46TE | 4686 | 4603 | 4609 | 4706
1.9 | AT13 | AT10 | AT26 | 4732 | 4738 | 4744 | 4750 | ATH6 | 4AT61 | ATGT
2.0 | ATT2 | ATTR | ATE3 | ATSR | 4793 | ATOS | 4803 | 4808 | 4812 | 4817
2.1 [ 4821 [ 4826 [ A=30 [ 4834 | 4838 | 4842 | 4846 | 4850 | 4854 | 4857
2.2 | ABG1 | 4864 | ABGE | ASTL | 4875 | ASTS | 4881 | 4884 | 4887 | 4800
2.3 | 4=03 | 4806 | ARO8 | 4901 | 4904 [ 4006 | 4909 | 4011 | 4913 | 4916
2.4 | 40918 | 49200 | 4922 | 4925 | 40927 | 4020 | 4031 | 4032 | 4934 | 4936
2.5 | 40935 | 4040 | ADd1 | 4943 | 4945 | 4046 | 4948 | 4040 | 4051 | 40952
2.6 | 4953 | 4955 | AD56 | 4957 | 4950 | 4060 | 4961 | 4962 | 40963 | 4964
2.7 | 4065 | 40966 | ADGT | 4968 | 40960 | 4070 | 4971 | 4072 | 4073 | 4074
2.8 | 4074 | 4975 | ADT6 | 4977 | 40977 | 4078 | 4979 ) 4070 | 4980 [ 40951
2.0 | 4981 | 4082 | 4082 | 4083 | 4084 | 4084 | 4085 | 4085 | 4086 | 4086
3.0 | AORT | 08T | AOST | 088 | 4088 | 4080 [ 4050 | 4080 | 4990 | 4990
3.1 | 4900 | 4901 | 49091 | 4991 | 4992 [ 4002 [ 4002 | 4002 | 4993 [ 40903
3.2 | 4903 | 4003 | 4994 | 4004 | 4004 | 4004 | 4994 | 4005 | 4995 | 4905
23| 4005 | 4905 | 48005 | 4906 | 4996 | 4006 | 490946 | 4006 | 4996 | 49097
S| 4007 | 4007 | 4007 | 4907 | 4997 | 4007 | 4007 | 4007 | 4997 | 4008
3.5 | 4005 | 4008 | ADO05 | 4908 | 4005 | 4005 | 4008 | 4005 | 4008 | 4008
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Example cont.

a.
I. We require az value that leaves an area of 0.45 to the left.

From the table we findP(0<z < 0.73) = 0.0517 so that the
desireaz valueis-0.13. ™
7l |

X=2z0+ U/

@kk

o 0.13 y4

N
I
"N
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Example cont.

O =

X=2z0 T U
= (-0.13 X 9 )+ 85 = 83.83

3 0.4)5( .
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Example cont.

li. 14% of the area above it.

This time we require a z value that leaves 0.14 of the area to the right
and hence an area of 0.36 between z and 0.

From the table we find A0<z <1.08)=0.36
so that the desired z value is 1.08 and

X=z0+ U

G:

x = (1.08)(9) + 85
= 94.72




Example cont.

b. We require az value that leaves an area of 0.90 to the left
and hence an area of 0.40 between z and 0.

From the table we findP(0<z < 1.28) = 0.3997, so that the
desiredz valueis 1.28. So

X=z0+ U
=1.28(9) +85 =96.52




330

Example cont.

b. We require az value that leaves an area of 0.10 to the left
and hence an area of 0.40 between z and 0.

From the table we findP(0<z < 1.28) = 0.3997, so that the
desiredz valueis-1.28. So

X=2z0t+ U
=—1.28(9) +85 =73.48




Exercise

If the total cholesterol values for a certain target population are
approximately normally distributed with a mean of 200 (mg/100 mL) and a
standard deviation of 20 (mg/100 mL),

a. What is the probability that a person picked at random from
this population will have a cholesterol value
i. greater than 240 (mg/100 mL)?
ii. between 180 and 240
iii. Less than 180.
b. what is the value of cholesterol above which 5% of this population have.
c. Is it possible for a person in such a population to have cholesterol level
more than 300.
c. Find IQR for cholesterol level of tis population.
d. If two persons are picked at random from this population, what is the
probability that the have cholesterol level greater than 240



Chapter 6

Correlation and Regression
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Correlation and Regression

In analyzing data for branches of science, we find that it is frequently
desirable to investigate the relationship between two or more variables.
Correlation and regression analysis are two statistical techniques that are
used to examine the nature and strength of the relationships between
two variables.

e.g.
‘Blood pressure and age

‘Height and weight

‘The concentration of an injected drug and heart rate
‘The consumption level of some nutrient and weight gain.
‘Income and food Expenditure.

*Stress score before an exam and test score.

*IQ of the mother and 1Q of her children.

‘mother’s pregnancy weight and infant’s birth weight
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Correlation

Correlation analysis is concerned with
measuring the strength and the nature of the
relationship between variables.

When we compute measures of correlation
from a set of data, we are interested in the
degree of the correlation between variables.
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Correlation : is concerned with measuring the
strength and the nature of the relationship between
variables.

Regression : is used to predict or estimate the value
of one variable corresponding to a given value of
another variable.

Scatter Diagram: is a chart that portrays the
relationship between the two quantitative variables.
One is called independent variable ,and the second
Is called dependent variable y
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Correlation coefficient

* Correlation coefficient of variablex  an#
shows how strongly the values of these
variables are related to one another.

* Itis denoted byr , wherer e[ —1,1]

* If the correlation coefficient is positive, then both
variables are simultaneously increasing

(or simultaneously decreasing).
The relation is positive (direct)

* If the correlation coefficient is negative, then one
variable increases while the other decreases, and

reciprocally. The relation is negative (inverse) .



Coefficient of Correlation Values

-1.0 -.5 0 +.5 +1.0

No correlation

W
-1.0 -9 0 +.5 1.0
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Coefficient of Correlation Values

No
Correlation
\/
%
-1.0 -9 0 +.5 +1.0

<

Increasing degree of
negative correlation

338



Coefficient of Correlation Values

Perfect
Negative No Correlation
Correlation
\/ \/

%
-1.0 -.5 0 +.5 +1.0
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Coefficient of Correlation Values

Perfect
Negative No Correlation
Correlation
\/ N/
%
-1.0 -.5 0 +.5 +1.0

——

Increasing degree of
positive correlation
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Coefficient of Correlation Values

Perfect Perfect
Negative No Correlation Positive
Correlation Correlation
\/ \/ \/

%
-1.0 -.5 0 +.5 +1.0
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Characteristics of correlation
coefficient

Although there is no fixed rule or interpretation
of the strength of a correlation, we will say
that the relation is

Strong if re[0.8,1] orre[-1,—0.8],
Moderate if re (0.5, 0.8) orre (—0.8,—0.5),
Weak if re[-0.5,0.5].

We will also add the words positive or negative
to indicate the type of correlation.

342



Correlation coefficient

* Positive when large values of one variable are
associated with large values of the other.
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Correlation coefficient

* Negative when large values of one variable

are associated with small values of the other.
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Correlation coefficient
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Simple Correlation coefficient

It is also called Pearson's correlation coefficient, it
measures the nature and strength between two
variables of the quantitative type.

- The simple correlation coefficient is obtained using
the following formula:

ny_ZXnZy

e e

* where pisthe sample size, , isthe
independent variable and yis the dependent

variable.
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Example

We find the correlation coefficient between PH and optical
density of materials.

?ﬂ) Op(tl}(/:;ﬂ density Xy 2 y 2

3 0.1 0.3 9 0.01

4 0.2 0.8 16 0.04
4.5 0.25 1.125 20.25 0.0625
5 0.32 1.6 25 0.1024
9.9 0.33 1.815 30.25 0.1089
6 0.35 2.1 36 0.1225
6.5 0.47 3.055 42.25 0.2209
7 0.49 3.43 49 0.2401
7.5 0.53 3.975 56.25 0.2809

Total 49 3.04 18.2 284 1.1882




Coefficient of Correlation

ny_> XD y
Sz oo
0, _(49) (0%
r= 2 =0.989

\/(284 _(49) 2).(1.1882 (3.04) 2)
9 9

r =0.989 =0.99
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Strength of the relation:

Note that

r =0.99, so there is

a strong direct relation betweenth e variables

* The correlation coefficient  measures
the strength of the relationship between
two variables.

- Just because two variables are related
does not imply that there is a cause-
and-effect relationship between them.
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Regression analysis

*The ultimate objectives when this method of
analysis is employed usually is to predict or
estimate the value of one variable corresponding
to a given value of another variable.
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Spearman Rank Correlation Coefficient

* |tis a non-parametric measure of correlation used in
the case of ordinal or qualitative ( ratio or relative)
variables.

* This procedure makes use of the two sets of ranks that
may be assigned to the sample values ofx and .

- Spearman Rank correlation coefficient could be
computed in the following cases:

* Both variables are quantitative.
* Both variables are qualitative ordinal.

* One variable is quantitative and the other is qualitative
ordinal.
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Procedure:

Rank the values of X from 1 to n, where nis the
numbers of pairs of values of X and Y in the sample.

Rank the values of Y from 1 to n.

Compute the value of for each pair of observations by
subtracting the rank of from the rank of

Square each and compute which is the sum of the
squared values.

Apply the following formula
6 X(dy)*

n(n<-1)

r. =1
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- Example: In a study of the relationship between
education level and health awareness, the following
data was obtained. Find the relationship between
them and comment.

No. Education level (x)  Health awareness (y)
1 preparatory. 25

2 primary. 10

3 university. 8

g secondary 10

5 secondary 15

6 illiterate S0

g university. 60
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No. (x) (y) Rank(x) Rank (y) d

1 Preparatory 25 5 3 2 4
2  Primary 10 6 5.5 0.5 0.25
3  University 8 1.5 Fd -5.5 30.25
4  secondary 10 3.5 0.0 -2 4
5 secondary 15 3.5 4 -0.5 0.25
6 illiterate 50 7 2 5 25
7 university 60 1.5 1 0.5 0.25
Total 64
6 X 64
ro=1-— = —0.1
7(48)

There is an indirect weak correlation between education level and
health awareness 354



Simple linear regression

* In simple linear regression we are interested
in two variabkes  and

* The variablex is usually referred to as the
independent variable , since frequently it is
controlled by the investigator; that is; valuesx
of may be selected by the investigator and,
corresponding to each preselected valug of
one -or more- valug of  is obtained.

* The other variable, y, accordingly, is called the
dependent variable , and we speak of the
regression of, ory
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The regression equation

In simple linear regression the object of the
researcher’s interest is the regression equation that
describes the true relationship between the
dependent variable y and the independent variable

X
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Scatter diagram

A first step that is usually useful in studying
the relationship between two variables is to
prepare a scatter diagram of the data.

The points are plotted by assigning values
of the independent variable x to the
horizontal axis and values of the dependent
variable y to the vertical axis.

The pattern made by the points plotted on
the scatter diagram usually suggests the
basic nature and the strength of the
relationship between two variables.
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Example

Relationship between pH and optical density

pH Optical density
3 0.1
4 0.2
4.5 0.25
5 0.32
5.5 0.33
6 0.35
6.5 0.47
7 0.49
7.5 0.53
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Scatter Diagram

Relationship between pH and optical density

0.6 -
0.5 - .
0.4 -
0.3 -

0.2 - 4

O ptical density

0.1 - TS

O ! ! ! ! ! |

359



Notes

0.6 1
*The points in the figure 0.5- o
seems to be scattered £ 94
around an invisible straight & R
line. g 03 o
‘The scatter diagram also 502 ’
shows that, in general, high 0.1- .
pH also has high optical )

density reading.
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* These impressions suggest
that the relationship between
points in the two variables
may be described by a
straight line crossing the y -
axis near the origin and
making approximately a 45
degree angle with the x-axis.

* It looks as if it would be
simple to draw, freehand,
through the data points the
line that describe the
relationship between

and

Optical density
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Thinking Challenge

For every person drawing such a line by eye, or
freehand, we would expect a slightly different line.

0.6 -

Optical density
o
w
4
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Thinking Challenge

For every person drawing such a line by eye, or
freehand, we would expect a slightly different line.

0.6 -

Optical density
o
w
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Thinking Challenge

For every person drawing such a line by eye, or
freehand, we would expect a slightly different line.

0.6 -

0.5 -

Optical density
o o
w b

o
N
1
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Thinking Challenge

For every person drawing such a line by eye, or
freehand, we would expect a slightly different line.

0.6 -

Optical density
o
w
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Thinking Challenge

For every person drawing such a line by eye, or
freehand, we would expect a slightly different line.

0.6 -

Optical density
o
w
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Thinking Challenge

Which line best describes relationship between the variables?

0.6 -

0.5 - IS

Optical density
© o o
N w £ N
4

4

o
-
I
4

o
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Answer

We need to employ a method known as the
method of least squares for obtaining the
desired line, and the resulting line is called the
least-squares regression line.

The reason for calling the method by this name
will be explained in the discussion that follow.
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Equation for straight line

*  Now, recall from algebra that the
general equation for straight line is
given by

y = a+ bx

1

a = the y-intercept b = the slope
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Linear Equations

\

f a = Y-intercept

b is referred to as the slope of the line.
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Linear Equations

To draw a line based on the equation, we need the
numerical values of the constants a2 and » .

Given these constants, we may substitute various
values of x into the equation to obtain corresponding
values of .

y =a+bx
The resulting points may be plotted.

How to determine our “best” line ?
I.e. best regression coefficients a and b ?
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There is a mathematical procedure that minimizes the
Estimated error (residual) e=(y —y).

It is known as the least- squares method since it minimizes
d>et=> (y—y)
This procedure uses equations that estimate a and b
the equations are
ny o y y Y

sz (ZX)

It can be shown that the sum of the residuals equal zero

> (y —y)=0.
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Example

373

{p)tl) der?s?:;rc{aly S y’ .
3 0.1 9 0.01 0.3
4 0.2 16 0.04 0.8
4.5 0.25 20.25 0.0625 1.125
5 0.32 25 0.1024 1.6
5.5 0.33 30.25 0.1089 1.815
6 0.35 36 0.1225 2.1
6.5 0.47 42.25 0.2209 3.055
7 0.49 49 0.240 3.43
7.5 0.53 56.25 0.281 3.975
Total |¥ x = 49 $y=3.04 | Zx?=284 |2y?=1.1882 |= xy =18.2
Mean | X =5.444 | ¥ =0.3378




Finding the value of b

S > x>y o, (49)(3.04)

n 9

) X 2% 20 — (49

n 9

0.0957
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Finding the value of a

a=y—bx
= 0.3378 —(0.0957 )(5.444 )

= —0.1832
The equation for the least squares line is

y =a-+bx
=—0.1832 +0.0957 x

Note that we use the symbol ¥ because this value is
computed from the equation and is not an observed or
actual value of y.
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Sketching the Line Using the Points (5.444,0.3378)
and (4, 0.1996)

o
o

7 =0.0957 x- 01832

o
o

o
N
1

o
N
1

Optical density
o
w

0.1
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Sketching the Line Using the Points (5.444 ,0.3378)
and (4, 0.1996)

o
o

7 =0.0957 x- 01832

o
o

o
N
1

o
N
1

Optical density
o
w

0.1
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Using the Regression Equation

Predicting yfor a given

* Choose a value for x{within the range of
x values).

* Substitute the selected x in the regression
equation.

- Determine corresponding value of y.

378



The regression equation: y =0.0957 x- 01832

Substitute x = 6.8:
y =0.0957 (6.8) - 01832

= 0.46756
According to the equation, a pH of 6.8 would has a 0.46756
optical density.

Predict the optical density of a material with PH=6 and find
the corresponding error.

The predicted value of y is

y =0.0957 (6) - 01832 =0.39

The corresponding error is the difference between the
actual value and the predicted value

e=y—y=035-0.39
= —0.04 379



Exercise: The following are the age (in years) and systolic blood pressure of
20 apparently healthy adults.

‘Find the correlation between age and blood pressure .

‘Describe the relation between the two variables

‘Find the regression equation.

‘What is the predicted blood pressure for a man aging 25 years?

‘Predict blood pressure of an adult aging 31 years and find the corresponding
error

Age (x) B.P(y) Age ( x) B.P(y)
20 120 46 128
43 128 53 136
63 141 60 146
26 126 20 124
53 134 63 143
31 128 43 130
58 136 26 124
46 132 19 121
58 140 31 126
/0 144 23 123 280




