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Introduction and Basic
concepts
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•

•

•

Statistics: is a body of techniques and procedures
dealing with the collection, organization, analysis,
interpretation and presentation of information that
can be stated numerically so that can be used in
testing hypothesis or making decisions.
Mainland (1963) defines Statistics as the “science
and art of dealing with variation in such away as to
obtain reliable results” .
 K. Person defines Statistics as the grammar of
sciences since it is used in many branches of sciences as

   in Medicine, Public Health, Sociology, economics,
   Marketing, Management, Finance, Education,
   Agriculture,…
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What Do Statistician Do
•

•

•

To guide the design of an experiment or
survey.

    A statistician ought to be consulted in the early
    planning stages so that investigations can be
    carried out efficiently

To analyse data.  Data analysis may take many
forms, such as examining the relationships among
several variables, describing and analysing  the
variation of certain characteristics, or determining
whether a difference in some response is significant

To present and interpret results. Results
are best evaluated in terms of probability
statements that will facilitate the decision making
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Types of Statistics

1. Descriptive statistics:
census in some countries, in which all the residents
are requested to provide such information as age,
sex, race, and marital status. The data obtained in
such a census can then be compiled  and arrange d
into tables and graphs that describe the
characteristics of the population at a given time
Concern with enumeration, organization, and
graphical representation of data. Descriptive
statistics summarizes or describes the
characteristics of a data set by numerical
measures e.g. of descriptive statistics is the
decennial
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2. Inferential statistics:
A set of methods that use sample results to
make a decision about the entire population.
Because a sample is typically only a part of the
whole population, sample data provide only
limited information about the population.
As a result, sample statistics are generally
imperfect representatives of the corresponding
population parameters.
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Data Colllection

Data Presentation
 

Tabulation
Diagrams

Graphs

Descriptive Statistics
 

Measures of Location
Measures of Dispersion

Measures of Skewness &
Kurtosis

Inferential Statistiscs
 

Estimation    Hypothesis
            Testing
Ponit estimate

Inteval estimate
 

Univariate analysis
 

Multivariate analysis



Why study statistics
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•

•

•

•

•

Statistics is important in evaluating, planning, problem
solution, researching and developing.
To discriminate between fact and fancy in everyday life in
reading newspapers and watching television, and in
making daily comparisons and evaluations.
A knowledge of statistics is essential for persons who wish
to keep their education up to date. To keep abreast of
current developments in one's field, it is important to
review and understand the writings in scientific journals,
many of which use statistical terminology and
methodology.
No matter what your career,  you will make professional
decisions that involve data. An understanding of statistical
methods will help you make these decisions efectively
To help one know when and for what purposes a
statistician should be consulted.

 
9



Sources of Data

•

•

1.  Historical Records
   Old census, annual statistical records, textbooks and

journals, annual and monthly reports of different
companies, commercially available data bank and hospital
medical records.

2. Survey Methods:
Census :collection of data about  every individual in the
society.
Sample Survey: collection of data about a certain portion
of the population named the sample. It is the most
commonly method for collection of data .
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•
•
•

Methods of survey:
Personal interview
Telephone interview
Questionnaire

3. Experiment:
    The goal of an experiment is to demonstrate a
cause and effect relationship between two variables; that is,
to show that changing the value of one variable causes
changes to occur in a second variable. e.g. to study the
effect of
    a new vaccine against the common cold.

.
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   Sources of
        data

Records Survey
 
Experiments

Samplecomprehensive



Population and Sample

The entire group of all elements (individuals, items,
materials, or objects) whose characteristics are being
studied is called the population.
Usually  the populations in which we are interested are
so large that a researcher cannot examine the entire
group . In this case we select a portion of observations
from a population and  use it to infer something and to
help answer questions about the characteristics of the
population.
This portion is called  a sample
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Sample

•

•

•

 
The number of elements in the sample is called the

sample size.
The primary objective for selecting a sample from a

population is to draw inferences about that population.
The sample should be representative

Representative sample
Is the sample that represents the characteristics of the
population as closely as possible.
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Why a sample

•
•
•

•

•

1. With sampling, we have
 Less coasts
Less field time
Less efforts.

2. Sometimes it is impossible or destructive to
    study the entire population .e.g.
It is impossible to obtain the weight of every tuna

in the Pacific Ocean.
We can’t drain all the blood from a person and

count every white cell.
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Sampling: is a procedure by which some
members of a given population are selected as
representatives of the entire population
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Simple random sample

•

–
–

•

It is a sample drawn so that every element in the
population has an equal chance of being selected. It
requires a homogeneous  population.
 
Two ways for selecting simple random sample
Lottery method

Procedure
Number all units
Randomly draw units

Random number table
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How to select a Random Sample?
Using random number table

Selecting a random sample involves three steps:
1. Define the population.
2. Enumerate it.
3. Use a random number table to select the sample.
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Random number table
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Random Number Table

•

•

•

Many calculators and computers also generate
random numbers
The digits 0 through 9 occur randomly throughout a
random number table with each digit having an equal
chance of occurring.
To use a random number table, first randomly select
a starting position and then move in any direction to
select the numbers.
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Simple Random Sampling

•
•
•
•

Example: evaluate the prevalence of tooth decay among
the 850 children attending a school
List of children attending the school
Children numerated from 1 to 850
Sample size = 30 children
Random sampling of 30 numbers between 1 and 850
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Systematic random sample

•

•

Systematic sampling is a type of
probability sampling method in which sample
members from a larger population are selected
according to a random starting point but with a
fixed, periodic interval. This interval, called the
sampling interval, is calculated by dividing the
population size by the desired sample size
We randomly select a first case and then proceed
by selecting every k th case thereafter.

   Where k  is determined by dividing the number of
items in the population by the desired sample size
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Example

•

•
•

•

•

You want to select a sample of 10 children from the 80
children attending a school.

Solution
Divide the 80 (population size) children by 10 (sample
size) = 8.
so every 8th children is sampled.
Select a number randomly between 1 and 8 first, and
we then select every 8th children.
Suppose we randomly select the number 5 from a
random number table.
Then, the systematic sample consists of children
with ID numbers 5, 13, 21, 29, 37, 45, 53, 61, 69, 75, so;
each subsequent number is determined by adding 8
to the last ID number.
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Stratified Random sample

•

•

Strata are groups or classes inside a population that
share a common characteristic.
Stratified sample is used when the population is
diverse and we wish the sample to represent the
various strata of the population proportionately. A
simple random sample is then selected from each
strata.
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Procedure for selecting of stratified
sampling

•

•

•

•

The population is first divided into at least two
distinct strata or groups.
Then a random sample of a certain size is
drawn from each stratum.
The groups or strata are often sampled in
proportion to their actual percentage of
occurrence in the overall population.
Combine results of all strata.
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Example (stratified Sample)

Select a sample of size 20 from a population consists
of 40 females and 30 males.
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 The required sample consists of 11 female and 9 males.

We select a random sample of size 11 from the group of
females and a random sample of size 9 from that of males
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Cluster Sample
•

•

•

It is a probability sampling technique that is commonly
employed to study large populations that are
geographically dispersed.
It may be used when it is too expensive to draw a
simple random or stratified random sample. The
clusters are sampled randomly and all the members of
cluster are sampled.
It is economical and practical.

    Example:
    In conducting a survey of school children in a large city,
    we could first randomly select 5 schools and then
    include all the children from each selected school. This
    technique is more economical than the random
    selection of persons throughout the city.
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Bias and Sampling error

•
•

•
•
•

Bias is any trend in the collection, analysis, interpretation,
publication or review of data that can lead to conclusions
that are systematically different from the truth. ( Las, 2001)
Or it is  a systematic error in design or conduct of a study.
     inaccurate response (information bias).
     selection bias

Sampling error is the discrepancy between a sample statistic
and its population parameter .
Variability
Sampling method
Sample size

Defining and measuring sampling error is a large part of
inferential statistics
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 Factors affecting sample size
 1. the population size: The population size is important

because the sample size must be sufficiently large that the
results can be extrapolated to the population at large
2. The margin of error: (also referred to as the confidence
interval) measures the precision with which an estimate from
a single sample approximates the population value.
The margin of error is closely related to sample size. The
less error you’re willing to accept, the bigger the sample size
needs to be. 
3. Variability in the population:
The more heterogeneous your population, the bigger the
required sample size. An initial estimate of this value is the
standard deviation of one or more samples.
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4. The confidence level: The confidence level is a measure
of how certain the results are.
Confidence levels are also closely related to sample size.
The greater the degree of confidence that the researcher
wants to have in the results, the larger the sample size
needs to be. A researcher that chooses a confidence level
of 90% will need a smaller sample than a researcher who
is required to be 99% confident that the population
estimate lies within the margin of error
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•
•

•

•

•

5. Other factors:
Time and money constraints influence sample size.
The lower your sampling error must be, the larger

  your sample must be.
The more diverse your population is, the larger your

  sample must be.
The more complex your analysis, the larger your

  sample must be.
The stronger your expected relationships, the

  smaller your sample can be.



Statistics and parameters

•

•

A parameter is a measure that describes the
population.
A statistic is a measure that describes the sample.

The statistics obtained from a sample are used as
estimates of the unknown parameters of the
population.

The value of the population parameter is constant but
usually unknown.

The value of the statistic varies from sample to sample.

37



38



Chapter 2

 

Organizing and Displaying Data
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Types of numbers



-

2. Ordinals: that represent an ordered series of relationships,
1st, 2nd, 3rd,… .
cardiovascular, caner, cerobrovascular, accidents and injuries,
chronic lung disease, pneumonia lung disease, Diabetes,…))The
ordinal number indicates the position in the ordered series but
say nothing about the magnitude of the difference between any
two successive entries. They may be applied for example to - the
ranked order of causes of death by type of disease 
- Educational level (1st, 2nd, 3rd, 4th , 5th )
 grade of a student at a university (excellent, very good, good,

    fair , fail)
- Degree of pain (sever, moderate, mild, none)
Mathematical operations cannot be performed on nominals and
ordinals.
Statistics as mean , variance and standard deviation of nominals
and ordinals are senseless 41
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3. Numbers measured on an interval scale:
Its units can be added an subtracted but cannot be
multiplied or divided.
We say the difference between 100oC and 80oC is 20oC

But its not correct to say that 40oC is twice as hot as 20oC.

Ratio of data is senseless since they have no absolute zero.
0oC  does not represent that there is no heat but it is the
freezing point of pure water.
Common statistics  as mean , median and standard
deviation can be computed
Day times and IQ “intelligent Quotient” are variables with
interval scale.
 



•

•

•

4. Numbers measured on a ratio scale :
Have the same properties as those measured

on interval scale but have an absolute zero, so
we can compare meaningfully with one another.
    (say 50 kg is twice as 25 kg).
It include all the usual measurement of length,

height, weight, area, volume, density, velocity,
pressure, money and time.
Know what type of numbers you have to help

you to select  quickly the appropriate method of
analysis.

43



Variables
A variable : is a characteristic under study that
assumes different values for different elements.
e.g. sex, age, no. of children in a family , weight,
pressure, intelligent quotient, …
Data set: is a collection of observations on a
variable or variables.

ID Age gender weight No. of decayed  teeth
 1 61 female 70             10
 2 52 male 91              4

is an example of a data set.
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Types of variables

1. Qualitative (Categorical) variables:
     Are variables that yield observations on which
      individuals can be categorized according to some
      characteristic or quality
     e.g. marital status, colour of eyes, degree of pain,
    gender, educational level , grade of a student, hair color,
    ethnic groups and other attributes of the population
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a.

2. Quantitative variables:
are variables that yield observations that can be measured
numerically. They me be classified as

Discrete variable:
    must always be integers (0,1.2,…) e.g. no. of children in
a  family, no. of times you visit a doctor and no. of missing
teeth in a mouth of somebody, the number of bacteria
which survive treatment with some antibiotic,..
b. Continuous variable
 It can assume any numerical value over a certain interval
 or intervals. it may take on fractional values
(e.g. 37.4, 138.9, and 112.1).
   Age, height, weight, time, pressure , IQ, stress score,
   cholesterol level are referred to as continuous variables.
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Scales of Measure

•

•

•

•

Nominal – qualitative classification of
equal value:  gender, race, color, city
Ordinal  - qualitative classification which
can be rank ordered:  socioeconomic status
of families and grade of a student
Interval  - Numerical or quantitative data:
can be rank ordered and sizes compared :
temperature, day time and intelligent
quotient .
Ratio  - Quantitative interval data along with
ratio:  time, age.
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Organizing and Displaying Data

•
•

•

This section aims to:
Summarize and present data in different forms.
Arrange and organize the raw data into an n
array and construct the frequency distribution.
Define, illustrate, and solve for the class limits,
class boundaries and class marks.

Any survey or experiment yields a list of
observations. These need to be organized and
summarized in a logical fashion so that we may
perceive the outcome clearly. Tables, graphs
and numerical methods are popularly used to
organize, summarize and describe  data. 49



Organizing and displaying Qualitative data

1.

We can obtain frequencies of categorical data and
summarize them in tables or graphs.

Frequency table:
Considerable information can be obtained from large
masses of statistical data by grouping the data into
classes and determining the number of observations
that fall in each of the classes. Such an arrangement
is called a frequency distribution or frequency table.
Frequency table may be the most convenient way of
summarizing or displaying both qualitative and
quantitative data.
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Frequency Distribution
 

A frequency distribution is a tabular summary of
data showing the frequency (or number) of items in
each of several non overlapping classes.
The objective is to provide insights about the data that
cannot be quickly obtained by looking only at the
original data
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Example
• The following data represents the status of 50

students at a university
 
 
 
 
   In this table, F, SO, J, and SE are the abbreviations for
   freshman, sophomore, junior, and senior, respectively.
   Prepare a frequency distribution.

52

F F SO SE F F SE J J J
F F J F F F Se SO SE J
J F SE SO SO J F F SE SE

SO SE J SO SO J J SO F SO
SE SE F SE J SO F J SO SO



status Frequency
       f

Percentage
frequency
  (rf)%

F          15             30

So          12             24

J          12             24

SE          11             22

Total        50           100

Frequency table for the status of students
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These figures, although presented in
categories, do not allow for easy analysis.
The reader must expend extra effort in
order to compare (amounts spent or relate
individual proportions to the total). For
ease of analysis, these data can be
presented pictorially.



Bar-Chart

•
•

•
•

It is used with categorical or numerical discrete data
The height of the bar is the frequency or the
percentage frequency
Bars should be separated
The vertical axis begins with zero.
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Bar graph of the status of the students
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If we have a nominal categorical variable, divided into two categories,
can show data with a grouped bar chart. It allows an easy comparison
between groups.

         The number of graduate students (College of science)
                              at a university



Pie chart

•

•

•

•

The pie chart is a commonly used graphical device
for presenting relative frequency distributions for
qualitative data.
It represents data in a circle, with “slices”
corresponding to percentages of the whole.
First draw a circle; then use the relative frequencies
to subdivide the circle into sectors that correspond
to the relative frequency for each class.
Since there are 360 degrees in a circle, a class with a
relative frequency of .30 would consume .30(360) =

108 degrees of the circle.
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Frequency table for the status of students
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Pie Chart of the status of the students
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Pie Chart of the status of the students



Organizing and Graphing Quantitative
Continuous Data

A grouped frequency distribution is obtained
by constructing class intervals for the
continuous data, and then listing the
corresponding frequency (relative frequency,
percentage frequency) of each interval.
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Frequency Table (Distribution):
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table 2.1 represents data set for a sample
 of 100 individuals of the Honolulu Heart Study population of
7683 persons, 1969



Table 2.1
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1.  Determine the range from the difference
between the smallest and largest value in
the set of observations i.e.

Range = Max. Value – Min. Value.
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2. Divide the range into a number of equal
    segments called class intervals.
 
 
 
 
 

How to construct a frequency table?
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Note:



Class interval
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102 122 116 116 136 118 134
178 162 120 138 126 176 104
140 102 142 146 112 116 116
108 114 98 130 122 112 116
126 140 140 114 150 140 150
208 190      

70

Example:
 
The following data represents Systolic Blood Pressure in
mmHg for 37 smokers taken from table 2.1

Prepare a frequency distribution.



Frequency Table

71

• Determine the starting point for the first class
     For easiness, you can start with 90



Frequency table of systolic Blood
pressure for non smokers
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Graphing Representation of Continuous
Data

1.
2.

The information provided by a frequency
distribution in tabular form is easier to grasp if
presented graphically by any of

Histogram.
Frequency Polygon

3. Frequency Curve.
4. Ogive.
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Histogram

 Is a graphical representation of tabulated
frequencies, shown as adjacent rectangles,
erected over discrete intervals, with an area
equal to the frequency of the observations in the
interval.
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Frequency Histogram
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Percentage Frequency Histogram
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Frequency Polygon

•

•

It is constructed by making a dot over the
class midpoint  at the height of the class

frequency. The coordinates of these dots are
(class midpoint, class frequency or
percentage frequency). These points are then
connected with straight lines.
Frequency polygons should be used to graph
only quantitative data.
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Class Interval Frequency midpoint
Percentage
frequency

90 – less than 110 5 100 14

110- less than 130 15 120 41

130-less than 150 10 140 27

150- less than 170 3 160 8

170- less than 190 2 180 5

190- less than 210 2 200 5
                    Total        37         100



Frequency Polygon

79



Frequency curve

80



Shapes of the Frequency
Curve

81

1. (Bell – shaped) symmetrical curve



Shapes of Frequency Distribution
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2. Symmetric Bimodal Distribution (with two peaks)



Shapes of the Distribution
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3. Right skewed distribution



Shapes of the Frequency Distribution
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4. Left skewed distribution



Ogive

•

•

The Ogive is a graph of a cumulative distribution,
which explains data values on the horizontal plane
axis and either the cumulative relative frequencies,
the cumulative frequencies or cumulative per cent
frequencies on the vertical axis.
It is constructed by making a dot over the upper class
limit at the height of the cumulative percentage
frequency. The coordinates of these dots are (class
upper limit, cumulative percentage frequency).
 

85



Cumulative Frequency curve (Ogive)
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Ogive
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Ogive

•

•

•

Ogive can be useful in
Comparing two sets of data, as, for

example, blood pressure  of smokers and
non smokers of individuals.
Finding the measures of positions as

median, percentiles and quartiles.
finding the percentage of observations in

a certain interval.
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Example

a.

i.
ii.

Using the Ogive of blood pressure, find
the percentage of patients whose

    blood pressure is
Less than 140 mmHg
Between 140 and 180 mmHg.

iii.  More than 180 mmHg
 b. the median
 c. 90th percentile
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Example continued

90



i.

Answer:
(a)

Blood Pressure (BP) of about 70% of individuals is
      less than 140 mmHg.
ii. (BP) of about 93% of individuals is
      less than 180 mmHg.
      So (93-70)%=23% of individuals have BP between
     140 and 180 mmHg.
iii. About (100-93)%=7% of individuals have BP higher
     than 180 mmHg.
(b) Median = 128 mmHg approximately. This means
     that about 50% of individuals have BP less than 128
     mmHg
(c) P90 = 170 mmHg.
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Comparison of systolic blood pressure between
smokers and nonsmokers

Class interval
pressure((Systolic
blood 

Nonsmokers
     (rf)%

Smokers
    (rf)%
 

Nonsmokers
(crf)%
 

smokers
(crf)%
 

  90 – less than110
110 – less than130
130 – less than150
150 – less than170
170 – less than190
190 – less than 210

16
38
29
14
3
0

14
41
27
8
5

       5

16
54
83
97

100
100

14
55
82
90
95

100
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90 110 130 150 170
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Comparison of systolic blood
pressure between smokers and

nonsmokers
By rapid comparison you can see that 97% of the
nonsmokers in the sample have a systolic blood
pressure below 169.5 and that 90% of the smokers
have a blood pressure below the same level.
 An  alternate way of looking at this is to note that 3%
of the nonsmokers and 10% of the smokers have a
systolic blood pressure above 169.5 mmHg.
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     Serum cholesterol level in milligram percent

199 272 166 239 238 223 190

209 171 147 199 255 199 228

240 192 201 203 243 186 165

239 162 246 234 161 298 211

219 179 212 231 185 180 205

219 221 216 195 173 206 215

176 234 204 225 187 290 218

Exercise:

The following data represents serum cholesterol level of
49 individuals of physical activity 1 taken from table 2.1
 



Exercise continued
•
•
•
•
•
1.

Prepare a frequency table
Construct a histogram
Construct a frequency curve and describe the distribution.
Construct an Ogive
Use the ogive to find
The percentage of individuals whose cholesterol

      level is between 175 and 195 milligram percent.
2. The percentage of individuals whose cholesterol
     level is more than 195 milligram percent.
3. 75th percentile.
4. Median
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Chapter 3 
 

Summarizing Data
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Summarizing Data

•

•

•
•

•

•

This chapter aims to
State and illustrate the definition of the measures both

for grouped and raw data (ungrouped);
Compute and distinguish between the uses of

measures of central tendency.
Compute some uses of measures of variation.
Compare sets of data by computing and comparing

their coefficients of variation.
Be able to compute the mean and the standard

deviation for grouped and ungrouped data.
Understand the distinction between the population

mean and the sample mean.
98



Descriptive Statistics Measures

Numerical Measures

Mean

Median

Mode

Central
Tendency

Range

Interquartile
   Range

Variance

Standard Deviation

Coefficient of Variation

Variation

Median

Quartiles
Percentiles

Position
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Measures of Central tendency
 A measure of central tendency is a single value that
attempts to describe a set of data by identifying the central
position within that set of data. As such, measures of central
tendency are sometimes called measures of central location.
They are also classed as summary statistics. 
The three most common values are the mean, the median,
and the mode.
The mean, median and mode are all valid measures of
central tendency, but under different conditions, some
measures of central tendency become more appropriate to
use than others.

100



Measures for ungrouped data

101

Arithmetic Mean:

The most commonly used measure of central
tendency is the mean .



Example

102

2.1



The population arithmetic Mean

103

 
 
 
 The population mean is a parameter.



Weighted Mean

104



Example

105
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Exercise
Iman gets quiz grades of 80, 64, and 73. She gets a 72 on her
final exam. Find the weighted mean score if the quizzes
each count for 10% and the final exam counts for 70% of the
final grade.
Answer:
 

A combined mean of more than one group is simply
 a weighted mean, where the weights are the size of each
group



107

Combined mean is the weighted mean



Outliers (Extreme Values)

The values that are very small or very large
relative to the majority of the values in a data
set are called outliers.
Outliers will be discussed later.
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Properties of the Arithmetic Mean

10
9



Disadvantages of the mean

110



Median

• The median of a variable is the
numerical value that lies in the
middle of the data when arranged
in ascending order.  That is, half
the data is below the median and
half the data is above the median.
 
 11

1

       50%               50%

Median



Find the median in an ungrouped  data set

112



Example
The following data represent blood glucose in
milligrams percent of 15 individuals selected
randomly from table 2.1
  147   161     91   231    91   138   442   184
  123   109   136  165   146   132   116.
Ranked observations
  91     91   109   116   123   132    136   138
146   147   161   165   184   231    441.
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Example

114



Advantages of the median

•
•

•
•

•

Easy And Simple
Extreme values in data set do not affect the median as
strongly as they do the mean. So it is better than the
mean for skewed distribution.
Median can be easily represented graphically.
The median  can be used with 3 types of variables
namely quantitative continuous, quantitative discrete
and qualitative ordinal.
Median can be correctly calculated for open end
distribution where mean cannot obtain accurate result.
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   Example

1.

2.

Consider 7 physicians who practice in Gaza Strip are
sampled and asked how much an office visit costs.
Suppose we get the answers:
        40, 40, 45, 50, 50, 55, and 200 NIS.
The mean charge for the sample of 7 doctors is
approximately 68.57 NIS.
While the median is  50. This value is easily seen to be
more representative of the values than was the sample
mean, 46.67, which was affected by the extreme value of
200.
Disadvantages of the median:

It does not take into account the precise value of each
observation and hence does not use all information
available in the data

Unlike mean, median is not amenable to further mathematical
calculation and hence is not used in many statistical tests
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Mode:
The mode is the observation that occurs most
frequently. i.e., is repeated most often in the data set.
e.g.  Freshman a is the mode of the observations in
students status example.



•

•
•

Multimodal distribution:  A data set may have several modes.
In this case it is called multimodal distribution.
Example: The data set
              20,22, 24, 24 ,24, 28, 29,29, 29,30
has two modes: 24 and 29.
This distribution is called bimodal distribution.

Advantages of the mode :
Like the median, the mode is not affected by extreme values.

     For a given sample of size  n=16:
     33 35 36 37 38 38 38 39 39 39 39 40 40 41 120,
     the mode is 39.
Easily determined for categorical data
It can be used to describe both qualitative and quantitative data.

One of the disadvantages of the mod is that cannot be clearly defined
in case of multi-model series.
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Selecting an Appropriate Measure of Central
Tendency

1.
–
–

–

–

–

There are two general criteria for choosing between the
measures of central tendency

Scale of measurement
Nominal scale data, you can only use the Mode
Ordinal scale data, you can only use Median or Mode;
Median is more informative
Interval or ratio scale data, you can use any one of the
three.

2.  Extreme values
Mean is more informative, if you don’t have extreme
values.
If you have extreme values, you use the median in place
of mean.
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Measures of Central
Tendency

 for Grouped Data



Mean of Grouped Data
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Example (Finding the Mean for Grouped Data)
Consider the table that represents Systolic blood pressure of 37
smokers in page
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Median for Grouped Data

123
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Example (Find the median)

Consider the grouped  data of systolic blood pressure



Example cont.

•

•

We can find the mode class which is the class with
the largest frequency
The mode class is 110 - 130

125

The median class is 110 -130
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Effect of Asymmetry
•

•

•
•
•

•
•
•

Symmetric Distributions
Mean ≈ Median (approx. equal)

 
 
Skewed to the Left

Mean < Median
Mean pulled down by small values

 
Skewed to the Right

Mean > Median
Mean pulled up by large values

 
 



Shape of the distribution
In the previous example,
Mean =133.5 and the median =128 mmHg i.e.
mean > median and we can see that the frequency
distribution is skewed to the right
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Measures of Position (Location)

•

•

•

•

•

A measure of position determines the position of a single value
in relation to other values in a sample or a population data set.
There are many measures of position; however, we discuss here
quartiles and percentiles.

Quartiles:
  Are three summary measures that divide a ranked data set into 4
  equal parts .

The 2nd quartile (Q2) is the median of a data set.

The 1st quartile (Q1) is  the value of the middle term among the
observations that are less than the median.
The 3rd quartile (Q3) is  the value of the middle term among the
observations that are greater than the median.
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    25%            25%       25%            25%



Example (Quartiles)

The following data represent blood glucose in milligram
per decilitre (mg%) of 15 individuals selected randomly
from table 2.1
147  161    91  231  91  138  442  184  123  109  136  165
146  132  116.
Ranked data:
  91    91  109  116  123  132  136  138  146  147  161
165  184  231  442.
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Example (Quartiles)

131

2.1



Percentiles

132

10%   10%   10%    10%    10%                                            10%

The kth percentile is the value of the observation that

Is preceded by and followed by

, where n   is the sample size



Percentiles and Quartiles

133



Example (Percentiles)

To find

134

of blood glucose in the previous example

This indicates that the blood glucose of about 20% of
Individuals is less than 109mg%.

This indicates that the blood glucose of about 10% of
individuals in the sample is more than 208 mg%



 
 

Measures of Position for Grouped
Data
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Quartiles

13
6



 Percentiles
To find
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Example (find Quartiles and Percentiles)
Consider the grouped  data of systolic blood pressure

Find the three quartiles ,
 



Example (continued)
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Example (continued)
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0



Measures of Variation
(Dispersion)

 Measures of variation measure its
“spread”. When the variation is small, this
means that the values are close together
(but not the same).
To understand Measures of Variation, consider
the following example

141



 Scores of two groups

Group (A) Group (B)

62 30
65 45
65 65
66 75
66 85
66 90

mean 65 65

Example
   Think of the difference between

an exam with a mean mark of 65
in which scores ranged from (62
to 66) and an exam with an
average score of 65 in which
scores ranged from (30 to 90).

131



Two frequency distributions with equal means but
different
      amounts of variation.

Mean
143



Range
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Variance

•

•

The Variance is a measure which uses the
mean as a point of reference.
 
The Variance is less when all value are
close to the mean while it is more when
the values are spread out from the mean.

145



Population variance

2
ix 

That is the population variance is the arithmetic mean of
the sum of the squared deviations about the population
mean. 146



The standard deviation of a
population

The standard deviation is the most commonly used
in measures of variability. The standard deviation of
the population is given by
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The sample variance
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Example
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•
•

•

Note:
Standard deviation is never negative
The unit of standard deviation is the same as

that of the raw data, so it is used to compare
data with the same units.
The smaller is the standard deviation, the more

homogeneous is the distribution.
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Coefficient of Variation

Since both standard deviation and the mean are expressed in
same units, therefore cv  is unit less or dimensionless.
variation of even unrelated quantities (with different units). It
also useful in comparing the variability among different
variables that vary in magnitude of the values (elephant weight
versus mouse weight) Therefore, it is possible to use it to
compare the relative
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Interquartile range
•

•

The interquartile range tells us about the spread of
the middle half of the data.
It is defined as the difference between the largest
and smallest values in the middle 50% of a set of
data. and it is defined by
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is not affected by extreme values.

In our example of blood glucose of the
ungrouped data, we have



Formula for calculating the
standard deviation for grouped data

Sample standard deviation is given by
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Consider the table that represents systolic blood
pressure of 37 smokers
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Example (continued)
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Note that there is some difference between results
from computations ungrouped and grouped data. The
size of the discrepancy depends on width of the class
interval and on the number of observations within an
interval. With short class intervals and large samples,
the discrepancy is negligible.

 



Outliers

158

Recall that



Example (Outliers)

159



Box- Plot

160



Example

To construct the box plot of the data in
the previous example.
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Example(Boxplot of the Previous Data )

162

median



Skewness of the distribution

 
positive skew: mean > median & high-
                       score whisker is longer
negative skew: mean < median & low-
                        score whisker is longer
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Distribution Shape Based Upon Boxplot
 1. Symmetry

164

If the median is near the center of the box and each of
the horizontal lines have approximately equal length,
then the distribution is roughly symmetric



2. Right Skewed
If the median is left of the center of the box and/or the
right line is substantially longer than the left line, the
distribution is skewed to the right.
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Left skewed:
If the median is right of the center of the box and/or the
left line is substantially longer than the right line, the
distribution is skewed to the left.
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Exercise 1
Consider the following observations
              63  58  28  65  55  83  57  61   61.
Find the mean, median, mode, variance, standard deviation,
coefficient of variation, interquartile range, 90th percentile.

Construct a boxplot and find the outliers.
Exercise 2
The following data represent the weight lost by 15 members
of a club at the end of two months after joining the club.
    5  10   8  7  25  12  5  14   11   10   21   9    8  11  18.
Construct  a boxplot and find the outliers (if any).
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     Serum cholesterol level in milligram percent

199 272 166 239 238 223 190

209 171 147 199 255 199 228

240 192 201 203 243 186 165

239 162 246 234 161 298 211

219 179 212 231 185 180 205

219 221 216 195 173 206 215

176 234 204 225 187 290 218

Exercise 3:

The following data represents serum cholesterol level of
49 individuals of physical activity 1 taken from table 2.1
 

1. Prepare a frequency table
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2. Find the mean, median and mode class.
    and describe the distribution
3. Find the three quartiles.
4. Find 90th percentile.
5. Find 10th percentile.
6. Construct a boxplot and find the outliers if any.



 
Chapter 4
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Before we can move from descriptive
statistics to inferential statistics, we need to
have some understanding of probability.
 



           Counting Rules

1�

Rule 1. Fundamental Counting Principle or
             Multiplication Counting Rule
If an experiment consists of k steps and if the 1st  step can
result in n 1 outcomes, the 2nd can result in n 2  outcomes and
the kth  step in n k outcomes, then the total number of
outcomes is n 1 n 2 … n k.

Examples:
Tossing a coin 3 times, the total number of outcomes is

2.2.2=8
2.  Rolling 4 dice, the total number of
     outcomes is 6.6.6.6= 64

172



3 . In  a class of  20 the no. of ways  for  selecting president,
     vice-president, secretary, and  treasurer is
     20 .  19   .   18    .   17  =  116280
4. If you had three different diet (D) choices by amount   of
protein (low, medium, high) and three different choices by
amount of fat (low, medium, high),
    there would be (n1)(n2) = (3)(3) = 9 different diets :

D 1 :  p r o te i n  ( l o w ) ,  f at  ( l o w )   D 4:  p r otei n  ( l ow ) ,  fat (m ed i u m )  
D 2  :  protein (medium),  fat (low )                D 5  :  protein (medium), fat (medium) 
D 3 :  protein (high), fat (low )                D 6 :  protein (hi gh),  fat (m edium ) 

D 7 :  protein (low ),  fat (high) 
D 8  : proteins (m edium ),  fat (high) 
D 9 :  protein (high),  fat (high)  166



Examples
1. How many samples of size 5 can be selected from a

population of size 12?
    Answer:
   No. of samples =
 
2. An English department at a university has 16 faculty

members. Two members will be selected at random to
represent the department. In how many ways can they
be selected?

   Answer:
   No. of ways =

792
!7!5

!12
)5,12( 


C

120
!14!2

!16
)2,16( 


C
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3. Suppose that three patients with snakebites are  brought

to a physician. To his regret, he discovers that he has only
two doses of antivenin. The three patients are a pregnant
woman (w), a young child (c), and an elderly man (m).
Before deciding which two to treat, he examines his
choices:

    C(3,2) =           =3 !

2 ! (3 2) !
3

1.2

1.2.3


 
 
 
 
     The three choices are wc, wm, cm.
     Note that cw, mw, and mc are the same as the first three
     because order does not matter.
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Examples
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Rule 3: Permutations

177



Examples

178
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Example:  If there are 10 numbers to choose from
{0,1,..9} and you choose 3 of them with repetition.
Then, we have
     10.10.10 = 103 = 1000 permutations.

r-times



Examples on combinations and permutations
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10 !
120

3! 7 !



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•

•
•

•
•

•

•

•

A random  experiment:
an experiment which can be repeated any number of
times under the identical conditions
The set of all possible outcomes is known in advance
The outcome of a particular case is not known in advance

Examples:
Tossing a coin. Record outcome as “head” or “tail”
Rolling a die. Record outcome as the number of spots
facing up
Performing a surgical operation. Record the outcome as
“failure” or “success”
Corona virus disease .Record outcome as “recovered”,
“confirmed case” or “dead”
Record outcome as from 7-20 gm/dl approximately
Measures of Hemoglobin concentration in blood.
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Sample Space

•

The sample space S of statistical experiment is the set
of all possible distinct outcomes of an experiment.
Examples:
 consider a set of six balls numbered 1, 2, 3, 4, 5, and 6.

If we put the six balls into a bag and without looking at
the balls, we choose one ball from the bag, then, this is
an experiment which has 6 possible outcomes i.e.
                  S= {1,2,3,4,5,6}
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•
•
•

•

•

•

•

For a coin toss, S = {head(H), tail(T)},
For tossing 3 coins, S={HHH, HHT, THH, HTH, TTH,THT,HTT, TTT}

For rolling two dice,
    S= {(1,1), (1,2),…,(1,6),(2,1),(2,2),…(2,6), …,(6,1),(6,2),…,(6,6)}

For the number of heads in 4 tosses of a coin,
    S = {0,1,2,3,4}

For the number of females in a family of 3 children
    S = {0,1,2,3}

For tossing a coin until a head appear and record the number
of tosses
S={1,2,3,4,5,…}
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•
•

For a football game, S = {win, loss, tie},
For a surgical operation, S={success, failure}



•

•

 
A device that can be helpful in identifying all possible
outcomes of a random experiment is what is called
a tree diagram. It is described in the following
example.
Construct a sample space that describes all three -
child families according to the genders of the
children with respect to birth order

185

S= {bbb, bbg, bgb, bgg, gbb, gbg, ggb, ggg}



 
Event

186



The intersection of two events

• The intersection of two events A and B, denoted
by (A and B) or (          ), is the event containing
all elements that are common  to A and B.

B A 

BA
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Example

•

•

•

•

•

Suppose that a die is tossed. Let A and
B are events of the sample space

S = {1, 2, 3, 4, 5, 6} where;
 

A = the event that an even number
occurs = {2, 4, 6}
B = the event that a number greater
than 3 = {4, 5, 6}

 
Then the event containing all even
numbers (event A) that are greater than
3 is {4,6}, which is just the intersection
of A and B or (          ).B A 
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Mutually exclusive events

•

•

Two events A and B  are mutually exclusive if they
cannot occur together (Simultaneously).
 
Or if the event (A      B) contains no elements.

BA


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Examples (Disjoint events)

•

•

•

In rolling a die, consider the events A and B are subsets of
the same sample space

      S = {1, 2, 3, 4, 5, 6} where;
    A = the event that an even number occurs = {2, 4, 6}
    B = the event that an odd number occurs   = {1, 3, 5}
    Therefore, the event (A and B) contain no elements, and
    subsequently the events A and B are mutually exclusive
    or disjoint.

The event of getting grade A and the event of getting grade
B in statistics quiz are disjoint.
The event of having positivity for Covid-19 and that of
having negativity
 181



The union of two events

The union of two events A and B, denoted by
 (A or B) OR (A U B), is the event containing all the elements

that belong to A or to B or both.

BA
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Example

• Let A  be the event that a patient selected at random
has a hypertension. Let B  the event that the patient
selected has high glucose level. Then the event

   (A  or B )=(A     B  ) is the set of patients who either have
   a hypertension or have high glucose level, or who
   have both.

 


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Example
In tossing  a die, consider the events A and

B are subsets of the same sample space
S = {1, 2, 3, 4, 5, 6} where;

A is the event that an even number
occurs. A = {2, 4, 6}
B is the event that a number greater
than 3 . B = {4, 5, 6}
 
Then the event containing all the
elements that belong to A or to B or both
 is AUB= {2,4,5,6}
 

Event BEvent A

Sample space S

4
62 5

Event BEvent A

Sample space S

4
62 5
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Probability of an event
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•

•

•
•

Getting a 3 on the toss of a fair die and getting a 5 on
    the toss of a die are equally likely events.

Getting an even number on the toss of a fair die and getting
    an odd number on the toss of a die are equally likely events.

When throwing a matchbox, all the faces not equally likely.
Getting a 3 on the toss of a loaded die and getting a 5 on

    the toss of a die are not equally likely events.
 

Equally Likely Events
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experiment for the outcomes ofnumber  Total

  tofavorable outcomes ofNumber 
)(

experiment for the outcomes ofnumber  Total

1
)(

A
AP

EP i





Classical (Theoretical ) Probability Rule

•

•
•
•

Note:
It uses sample space to determine the numerical probability

    that an event will occur.
We don’t actually perform the experiment to determine the
Theoretical probability.
It assumes that all outcomes are equally likely to occur.



Example
   Tow coins:  when tossing  two coins, four outcomes are possible:

Second coin
First
coin

 H T

H HH HT

T TH TT

What is the probability of










 
Flipping two heads?
 
 At least one head?
 
No heads?
 
One head and one tail?
 
Not more than one tail?

186



Answer:
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









Flipping two heads  P({HH})=1/4   At least one head   P({HT,TH,HH})=3/4  No heads  P({TT})=1/4  One head and one tail  P({HT, TH}) =2/4=1/2  Not more than one tail  P({HH,TH,HT})=3/4  
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Size Sample

A ofFrequency 
)( 

n

f
AP

Results for
Covid -19

 

Positive 59
Negative 151



•
•

This is called the empirical probability
as the number of trials increases the empirical
probability gets closer to the theoretical (true)
probability.

200

Example: Proportion of times a fair coin comes up as a
“head”
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Subjective Probability – uses a probability value
 based on an educated guess or estimate, employing
 opinions
 and inexact information.
Often, you cannot “repeat” the probability experiment.
Example: What is the probability you will pass this class?
Example: What is the probability that you will get a certain
 job when you apply?
 



Notes
1. The term probability applies exclusively to a future

event, never to a past event (even if its outcome is
unknown).

 
2. Probability of event should be defined in the range

of 0 to 1, never more and never less.
 
3. A probability of 1.0 means that the event will

happen with certainty;
    A probability of 0 means that the event will not

happen.
   If the probability is 0.5, the event should occur once

in every two attempts on the average.
202



1�
 

The probability of an event is always between 0 and 1,
it is never negative and never greater than 1.

 
0 ≤ P (Ei )≤ 1

2.  The sum of the probabilities of all mutually exclusive
outcomes of an experiment is equal to 1.

P (E1 ) + P (E2 ) + ... + P (En ) = 1
 

Properties of probability for mutually
exclusive events

 

Example: In a football game
 P (win) + P (loss) + P (tie) = 1
In rolling a die
P (1)+P (2)+…+P (6)=1
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Conditional Probability

• Conditional probability is denoted at P (A|B). It is
the probability that A occurs, given that B has
occurred, and is given by the following ratio:
 

  P (A | B) =
 
providing P(B) is not equal to zero
 
The vertical line in P (A| B) is read “given”

P(B)

B) and P(A

204



Independent events

•

•

Two events are said to be independent if the occurrence of one event
does not affect the occurrence of the other.
e.g. the events
 “Blood glucose of Ahmad is 120 mg percent” and

     “Blood glucose of Omar is 200 mg percent” are independent events.
      Also “ Ahmad is allergic to penicillin” and
     “ Omar is allergic to penicillin” are independent events
The outcomes of repeated tosses of a coin illustrate independent events,

for the outcome of one toss does not affect the outcome of any future
toss.
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Example
• Suppose the table represents the no. of

females and males in a statistics class of 45
students who are in favour of or against 2nd

midterm exam
    Against

(A)
 

In favour of
(V)

 

Male (M)
 
Female (F)

15
 
8

5
 

17

20
 

25

Total 23 22 45
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If a student is selected at random, what is the probability that he
is
  1. Female.
  2. Against exam.
  3. Female and against exam.
  4. Female given that he is against exam.
Answer:
1. P (F )=
 
2. P (A )=

 
3.
 
4. P  (F | A )  =
 
Note P  (F | A )       P (A ). So F  and A  are dependent.

556.0
45

25


511.0
45

23


178.0
45

8
)AF( P

348.0
23

8


 207

OR  P  (F | A )
0.178

0.348
0.511

 

F



Probability Rules
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P(B |A )=P(B) and



Example

) and( 21 HHP
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Example
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Complementary events
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 A  A A S

 A

A



Example (independent events)
• The probability that a patient is allergic to penicillin is

0.20. Suppose the drug is administered to 3 patients,
find the probability that

1. All are allergic.
2. None is allergic.
3. At least one is allergic.
4. Exactly 2 are allergic.
Answer:
Let A1, A2, and  A3 be the events that the 1st, the 2nd and

the 3rd patients are allergic to penicillin, respectively
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 

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

1 2 3 1 2 32. ( ) ( ) ( ) ( )

                       (0 .80)(0.80)(0.80) 0.512

P A A A P A P A P A

 

3. P(at least one is allergic) =1-P (none is allergic)
 

_ _ _ _ _ _

1 2 31 ( )

1 0.512 0.488

P A A A 
  



Example continued
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_ _ _ _ _ _

1 2 3 1 2 3 1 2 3

4. ( e x a c t l y  2 a r e  a l l e r g i c )

( ) ( ) ( )

(0. 20) (0. 20) (0.80) (0. 20) (0. 80) (0. 20) (0.80) (0. 20) (0.80)

0. 096

P

P A A A P A A A P A A A



 
  




Example (dependent events)

1�
2�

At a hospital, there are 4 boys and 6 girls. If we
choose two children without replacement, what is the
probability that

both are boys
Both are girls

3. One is a boy
Answer:
Probability of the first child being boy = 4/10
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Addition Rule

BA

217



BA
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Example

4

3

4

1

2

1

2

1

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Addition Rule For Mutually Exclusive
events

BA

220



Example
•

a.
b.
c.
d.

In an experiment involving a toxic substance,
the probability that a white mouse will be
alive for 10 hours is 7/10 and the probability
that a black mouse will be alive for 10 hours
is

   9/10. Find the probability that, at the end of 10
   hours,

Both mice will be alive.
Only the black mouse will be alive.
At least one will be a live.
Exactly one will be alive.
 221



Answer:
Let B  be the event that the black mouse
will be a live for 10 hours and
W   be the event that the white mouse will
be a live for 10 hours. The events are
independent
a.
 
b.
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63.0
10

7
.

10

9
)()()(  WPBPWBP

27.0
10

3
.

10

9
)()()(

______

 WPBPWBP



C. P (at least one will be a live)
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97.063.0
10

7

10

9

)()()()(



 WBPWPBPWBP

 
 
d. P ( exactly one will be a live)=

34.0
10

3
.

10

9

10

1
.

10

7
)()(

____

 WBPBWP



De Morgan’s Law
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BA
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Example
• The probability that an adult is of physical activity 1 is
   0.30, the probability that his blood glucose is more
   than 200 mg(%) is 0.13 and the probability of both is
   0.08. if an adult is selected at random,
   a.  what is the probability that he is
       i. either of physical activity1 or with blood glucose is
          more than 200 mg(%) .
      ii. Neither of physical activity1 nor with blood glucose is
          more than 200 mg(%) .
      iii. Only with blood glucose is more than 200 mg(%) .
  b. If one is selected at random and it is found that his
      glucose is more than 200 mg%, what is the probability
      that he is of physical activity 1. 226



Answer:
Let      be the event that the adult is of physical activity 1.
Let       be the event that the blood glucose is more than
200 mg(%). So,

H
B

08.0 and0.13) 30.0)(  B)P(HBPHP  (
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Example continued

228



d.
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615.0
13.0

08.0

)(

)(
)( 




BP

BHP
BHP |

( gi v en )P H B 

Exercise:
In a cafeteria, 80% of the customers order chips and 60% order
 buns. If 20% of those ordering buns do not want chips, find the
probability that two customers chosen at random,
i. both order chips but not buns.
ii. exactly one of them orders a bun only.
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Exercise:
In a cafeteria, 80% of the customers order chips and 60%
order buns. If 20% of those ordering buns do not want
chips, find the probability that two customers chosen at
random,
i. both order chips but not buns.
ii. exactly one of them orders a bun only.
 



Exercise
 

A hotel owner has determined that 83% of the hotel’s guests
eat either dinner or breakfast in the hotel restaurant. If 30%
of the guests eat  dinner and 60% eat breakfast.
a. What is the proportion of the guests eat:
i.  both breakfast and dinner.
    ii. Neither dinner nor breakfast.
    iii. Dinner and not breakfast.
b. Determine whether the events “eat dinner” and
    “eat breakfast” are independent.
c. If a guest is selected at random and it is found that he has
    eaten breakfast, what is the probability that he will eat
    dinner.
 

231



 
 
 

Chapter 5
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Random variables
•

•

•
•
•

•
•

•
•

A random variable is a numerical outcome of a random
process or random event
Examples:

1.  three tosses of a coin
S = {HHH,THH,HTH,HHT,HTT,THT,TTH,TTT}
Random variable X = number of observed tails
Possible values for X = {0,1, 2, 3}

2. If 4 balls are drawn without replacement from a box
    contains 4 red and 6 blue

    Random variable X = number of red balls
    Possible values for X = {0,1, 2, 3,4}

3. If 5 balls are drawn with replacement from a box contains
    4 red and 6 blue

 Random variable X= number of red balls
 Possible values for X = {0,1, 2, 3,4,5}
 



Types of Random Variables











1. A discrete random variable
2. A continuous random variable
A discrete random variable is a  quantitative random
variable that can take on only a finite number of values
or a countable number of values.
Examples:
The number of children per family
The number of cavities a patient has in a year.
The number of bacteria which survive when treatment

with some antibiotic.
The number of times a person had a cold in Gaza Strip.
The number of accidents in a certain way during a week.
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Continuous Random Variable

•
•

•

•
•

A continuous random variable is a  quantitative
random variable that can take infinite number of
values within an interval
Example:
 The time taken by a student to complete an exam
The amount of rainfall in during the month of

January
The starting salaries of all college graduates with a

computer science
Intelligent quotient of students in a class.
Stress score of a student before statistics exam.235



Probability distribution

•

•

A probability distribution is the listing of all
possible outcomes of an experiment and the
corresponding probability.
Depending on the variable, the probability
distribution can be classified into:

1. Discrete probability distribution
2. Continuous probability distribution

236



Discrete probability distribution
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Probability distribution of
number of children per
family in a population of
50 families

 
x

Frequency of occurring
of x

 
P(X=x)

0 1 1/50
1 4 4/50
2 6 6/50
3 4 4/50
4 9 9/50
5 10 10/50
6 7 7/50
7 4 4/50
8 2 2/50
9 2 2/50
10 1 1/50
 50 50/50

Discrete probability distribution
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Bar chart Graphical representation of the Probability distribution of
number of children per family for population of 50 families

0
1/50
2/50
3/50
4/50
5/50
6/50
7/50
8/50
9/50

10/50

1 2 3 4 5 6 7 8 9 10 x
Number of children/family

Pr
ob

ab
ili

ty

0

P 
(x

)
Discrete probability distribution
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((Two Dice Example

•

•

Random variable X = the sum of two dice
X takes on values from 2 to 12

 

Use “equally-likely outcomes” rule to calculate the
probability distribution:
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X 2 3 4 5 6 7 8 9 10 11 12
# of

Outcomes

 
1 2 3 4 5 6 5 4 3 2 1

P(X) 1/36 2/36 3/36 4/36 5/36 6/3
6

5/3
6

4/3
6

3/3
6

2/36 1/36

P(sum > 10) = P(sum = 11) + P(sum = 12) = 3/36

Note that 1)(  XP
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Two Dice



 Toss of Two Coins Roll of a Die Sex of Three-child Family
E P (E) E P (E) E P (E)

HH 1/4 1 1/6 3 boys• 0.125

HT 1/4 2 1/6 2 boys. 1 girl .375

TH 1/4 3 1/6 1 boy, 2 girls .375

TT 1/4 4 1/6 3 girls .125

 1.0 5 1/6  1.000

  6 1/6   

   1.0   

Examples of discrete probability
distribution

228



Example
•

•

A sample of two students is selected at random from
a group of 4 males and 7 females. Let X be the
number of males in this sample. List the probability
distribution of X.
Answer:   X=0,1,2

p(X=0) = p(F1F2)

            =p(F1)p(F2│F1)

            =(7/11)(6/10)=42/110.
P(X=1) =p(M1F2)+p(F1M2)

            =(4/11)(7/10)+(7/11)(4/10)
            =56/110.
P(X=2) =p(M1M2)

            = (4/11)(3/10)=12/110
243

X P(X)

0 42/110

1 56/110

2 12/110

   1



Properties of a Discrete Distribution

 
The main properties of a discrete probability distribution are:
 

The probability of a particular outcome, P (Xi ), is between 0
and 1.00.

 
The sum of the probabilities of the various outcomes is 1.00.

That is,
P (X 1) + … + P (X N) = 1

 
The outcomes are mutually exclusive.  That is,

P (X 1 and X 2) = 0  and
P (X 1 or X 2) = P (X 1) + P (X 2)
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Summary Measures

1. Mean (Expected value)
Mean of probability distribution
 

 

2. Variance
 
3.        Standard deviation:
 

2 2 2( )X P X    

231

( ) ( )E X X P X 
22 2 2( ) ( ) ( )X P X X P X      



You toss 2 coins.  You’re interested in the number of tails.
What are the expected value & standard deviation of this
random variable, number of tails?

•
 
Finding the mean:
 
 
 
 

 
 
                        = 1.0

Discrete probability distribution
Example

 

232( )X P X 

( )X p X

X



Example:
You toss 3 coins.  You’re interested in the number of tails.
What are the expected value & standard deviation of this
random variable, number of tails?

233

( )X P X 

( )X p X

 X P(X ) X P(X )



Finding the standard deviation:

x P(x) XP(x) X2P(x)
0 1/8 0            0
1 3/8 3/8  3/8
2 3/8 6/8 12/8
3 1/8 3/8 9/8

  Total           1.00          12/8 24/8=3

249

�  866.075.0 
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Mean of Discrete random variables

X 2 3 4 5 6 7 8 9 10 11 12

P(X) 1/36 2/36 3/36 4/36 5/36 6/36 5/36 4/36 3/36 2/36 1/36
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Variance of Discrete Random Variable

•
 

Example: X = sum of two dice
 
 

 

 
X 2 3 4 5 6 7 8 9 10 11 12

P(X ) 1/3
6 2/36 3/36 4/36 5/36 6/36 5/36 4/36 3/36 2/36 1/36

X2P (x )
 

4/36 18/3
6

48/36 100/36 180/36 294/36 320/36 324/3
6

300/3
6

242/3
6

144/36

σ2 = 4/36+18/36+48/36+100/36+180/36+294/36+320/36+324/36+300/36+242/36+144/36 –
μ2

    = 1974/36-49 = 54.833-49=5.833
 



Binomial Distribution B(n, p)
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Binomial distribution
•

•

–
–

When the conditions of the binomial experiment are
satisfied, our interest is in the number of successes r
occurring in the n   trials.
Example

If a certain drug is known to cause a side effect 10%
of the time and if five  patients are given this drug,
what is the probability that four  or more experience
the side effect?

More Examples
No. of Correct ion a 33 question exam.
No. of H observed when tossing a fair coin 5 times.

-- No. of  defective items in a sample of 20 items from a large
shipment

 253



The Binomial probability formula
•

•

The probability of obtaining r  successes in n  trials
with a probability P  of success in each trial can be
calculated using the formula;
If X denotes the number of success, then
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,)1(),()( rnr PPrnCrXP  nr 0

Mean & Variance of the Binomial Distribution
The mean is found by:
 
 
The variance is found by

nP 

2 (1 )nP P  



Example
•

•
•
•
•
•

In tossing a coin 3 times, let X be the no. of H
observed. List the probability distribution of X.
X=  0,1,2,3.   p=1/2
p(X=0)=C(3,0).(1/2)0(1/2)3 =1/8
p(X=1)=C(3,1).(1/2) (1/2)2 =3/8
p(X=2)=C(3,2).(1/2)2(1/2)1 =3/8
p(X=3)=C(3,3).(1/2)3(1/2)0 =1/8
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Example
X 0 1 2  3  
P(X) 1/8 3/8 3/8 1/8  P (x)=1

256

Find the probability of observing at least 2 H.

2/18/18/3)3()2()2(  XPXPXP



Exercise
• Tossing a fair coin 8 times. Let X be the number of H

observed.
a.  What is the probability of observing
i. Exactly 3 H.
   ii. More than 2 H.
b. Find the mean and the standard deviation of the

distribution.
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Example

a.
b.
c.
d.

It is known that approximately 10% of the population is
hospitalized at least once during a year. If 10 persons in such a
community are to be interviewed.
1. What is the probability that you will find

All have been hospitalized at least once during the year.
50% have been hospitalized at least once during the year.
Exactly 2 have been hospitalized at least once during the year
At least 3 have been hospitalized at least once during the year .

2. Find the mean and the standard deviation of the distribution.
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a.
b.
c.
d.

Answer:
Let X be the number of persons have been hospitalized at
least once during the year.
X=0,1,2,3,4,5,6,7,8,9,10.

p(X=10) =C(10,10).(0.10)10(0.90)0 =10 -10

p(X=5) =C(10,5).(0.10)5(0.90)5 =1.488(10 -3)
p(X=2)=C(10,2).(0.10)2(0.90)8 =0.194.
p(at least 3) = p(X is greater than or equal 3)

                                     =1- p(X<3)
                                    =1-(p(X=0)+p(X=1)+p(X=2))
P(X=0)=C(10,0) .(0.10)0(0.90)10 =0.349
P(X=1)=C(10,1) .(0.10)1(0.90)9 =0.387
p(at least 3)= p(X ≥3) = 1- p(X<3)
                                   =1- (0.349+0.387+ 0.194)= 0.07 259
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2 (1 )nP P  

• Standard deviation 949.090.0 



 

Using the Binomial Probability Table
n = 8, p = 0.7, find P(r =6):
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Binomial Probability Distribution

•
–
–
–

•

To construct a binomial distribution, let
   n   be the number of trials
   r   be the number of observed successes
   P   be the probability of success on each trial
 

The formula for the binomial probability distribution
is:
 

 qp
rnr

n
rp rnr 



















..

)!(!

!
)(
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Exercise

a.

A biologist is studying a new hybrid tomato. It is
known that the seeds of this hybrid tomato have
probability 0.70 of germinating. The biologist plants
10 seeds.

What is the probability that
   i.  exactly 8 seeds will germinate?
   ii. at least 8 seeds will germinate?
  iii. at least 2 seeds will  germinate?
b. What is the expected number of seeds in this
   sample to germinate.
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p  =0.3 p  =0.5

p  =0.7

Notice that when p < 0.5 the
distribution is skewed right, and
when p > 0.5 the distribution is
skewed left.  When p = 0.5, the
distribution is symmetric.

Characteristics of
Binomial Distribution
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 Common English expression and corresponding inequalities
(consider a binomial experiment with n  trials and r success)





Expression Inequalities
Four or more successes  r              4
At least four successes That is, r  = 4, 5, 6, ……., n
No fewer than four successes  

Not less than four successes  

Four or fewer successes  r            4
At most four successes That is, r  = 0, 1, 2, 3, or 4
No more than four successes  
The number of successes does not exceed
four

 

More than four successes r > 4
The number of successes exceeds four That is r  = 5, 6, 7, ………., n
Fewer than four successes r < 4
The number of successes is not as large as
four

That is, r = 0, 1, 2, 3
265



Continuous
probability
distribution

266
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•

•

Continuous random variables have a non-
countable number of values
Can’t list the entire probability distribution, so we
use a density curve instead of a histogram

 
 
 
 
 
 
 



 Recall
 

•
•
•
•
•

A continuous probability distribution can assume an
infinite number of values within a given range – for
variables that take continuous values.
 

The distance students travel to class.
The time it takes an executive to drive to work.
The length of an afternoon nap.
The length of time of a particular phone call.
The size of some kind of fruits.
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x

f (x)

Probability distributions of continuous
random variables
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Probability distributions of continuous
random variables

A histogram resulting from a large number of vales and small class intervals x

f (x)

 Imagine the situation where the number of observations is
very large and the width of class intervals is made very small.

   The resulting histogram might look like this figure
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Probability distributions of continuous
random variables

A histogram resulting from a large number of vales and small class intervals x

f(x)

 Imagine the situation where the number of observations is
very large and the width of class intervals is made very small.

   The resulting histogram might look like this figure
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



As the n  of observations used to construct the histogram approaches
infinity, and the width of the class intervals goes to zero, we will arrive at
a smooth curve superimposed on the histogram called a density curve.
.

Probability distributions of continuous
random variables

A histogram resulting from a large number of observations  and small class intervals x

f(x)
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Normal probability distribution

•

•
•

Many continuous variables are approximately normally
distributed
Physical and mental properties of people as (height,

weight, body temperature, blood pressure, IQ,… ).
Size of apples, oranges,….
Weight of a born baby.
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Normal Probability Distribution
N(� �  )

2

2

( )

2
1

( )
2

x

f x e










This formula generates the density curve  which gives
the shape of the normal distribution. 256



Normal Probability Distribution

• Graph of the Normal Probability Density Function

�
x

f (x )
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•

•

•

•

•

•

 
 
“Bell shaped” and Symmetrical

    about the mean µ .
Unimodal and its mode

   occurs at x = µ .
Mean, median and
mode are equal
Interquartile range
equals 1.33 
Random variable has infinite

     range from –∞ to ∞.
The total area under the

   curve and above the
   horizontal axis is equal to 1.

Properties of the Normal Distribution
 
There are several characteristics that make the normal distribution
very important for statisticians

 
 

�
x

f (x )

Mean
Median
Mode
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   Most observations
in the distribution
are close to the
mean, with
gradually fewer
observations further
away

 

Properties of the Normal Distribution
 

�
x

f (x )

Mean
Median
Mode
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2
2

2 x

1
2

1 µ1  < µ2

 The normal distribution depends on the values of the parameters
µ, the population mean and σ , the population variance.



 
a. Two normal curves, which have the same standard deviation but
different means.

Different Normal Distribution
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2
2

xµ1  = µ2

1
2

2
21

2 <

b. Two normal curves with the same mean but different
standard deviations

Properties of the Normal Distribution
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2
2

xµ1  < µ2

1
2

2
21

2 <

µ1 µ2

 c. Two normal curves that have different means and different
standard deviations.

Properties of the Normal Distribution
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Different Normal Distributions
•

•

•

Each different value of  and 2 gives a
different Normal distribution, denoted N(,2)
 
 
 

 
 
We can adjust values of  and 2 to provide
the best approximation to observed data
If  = 0 and 2 = 1, we have the Standard
Normal distribution

N(0,1)
N(2,1)

N(0,2)

N(-1,2)
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Property of Normal Distributions

Empirical Rule
 

 

 
 
 
 

•

•

•

About
 

 68.26% of observations are between  -  and  + 
 
 95.45% of observations are between  - 2 and  + 2

 
 99.74% of observations are between  - 3 and  + 3



Empirical Rule

68.26% of the data

95.45% of the
data

99.74% of the data
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Normal Distribution

( ) 0.50 ( ) 0.6846 ( 2 2 ) 0.9545P X P X P X                  
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34.13%34.13%

2.145%

13.595%
34.13
%

34.13%

13.595%13.595%

2.145%
0.13%



Women participating in a three-day experimental diet regime
have been demonstrated to have normally distributed weight
loss with mean 600 g and a standard deviation 200 g.
 
a) What percentage of these women will have a weight loss
between 400 and 800 g?
 
b) What percentage of women will lose weight too quickly on
the diet (where too much weight is defined as >1000g)?
 
 

Application of the Empirical Rule
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X :  (600,200)

600 800 1000 1200400200  0

 ~ 68.26%

a)

286



X :  N(600,
200)

600 800 1000 1200400200  0

2.275 %

b)

287



Areas under the Normal Curve

µx1 x2
288



Which Table to Use?

An infinite number of normal distributions means an infinite number of
tables to look up!

It would be hopeless task to set up separate tables of normal curve areas
for every conceivable value of µ  and σ

 

Yet we must use tables if we hope to avoid the use of integral calculus

289



P (x1  < x < x2 ) = ?

Finding Probabilities

Probability is the
area under the
curve!

x1 x2
X
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   Fortunately, all the observations of any normal
random variable x  could be transformed to a new
set of observations of a normal random variable z
with mean  zero  and variance 1 , by using the
transformation

The Standard Normal Distribution

So, if x is normally distributed with mean μ  and standard
deviation σ, then z   is normally distributed with mean 0 and
standard deviation 1

274
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Z



standardization
 

•

•

Since we only have a standard normal table,
then we need to transform  our non-standard
normal distribution into a standard one by the
formula
 

 
 

 
This process is called standardization
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



X

Z





µ z1

 =1

0x1
z2x2

Any Normal Distribution Standard Normal Distribution

Areas will be equal.

zx

The Standard Normal Distribution
• The new distribution is called  Standard Normal Distribution, with

mean equal to 0 and it’s standard deviation equal to 1.
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z-scores:
z-scores are "standard scores".

A z-score states the position of a raw score in relation to the
mean of the distribution, using the standard deviation as the
unit of measurement.

s

X- X
z

:sample a for

σ

μX
z

:population a for

deviationstandard

meanscoreraw
z









1. Find the difference  between a score and
the mean of the set of scores.

2. Divide this difference by the SD (in order
to assess how big it really  is).
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      68.26%

   95.45%

99.74% of the data

0 1 2 3-3 -2 -1 z
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Why use z-scores?
1. z-scores make it easier to compare scores from
distributions using different scales.

 

e.g.  two tests:
Test A: Ahmad scores 78. Mean score = 70, SD = 8.

Test B: Ahmad scores 78. Mean score = 66, SD = 6.

 

Did Ahmad do  better or worse on the second test?
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Test A: as a z-score, z = (78-70) / 8   = 1.00

Test B: as a z-score , z = (78 - 66) / 6 = 2.00

 

Conclusion: Ahmad did much better on Test B.

297



2. z-scores enable us to determine the relationship between
one score and the rest of the scores, using just one table for
all normal distributions.

e.g.  If we have 480 scores, normally distributed with a mean
of 60 and an SD of 8, how many would be 76 or above?

(a) Graph the problem:

298



(b) Work out the z-score for 76:

z = (X - X) / s     =     (76 - 60) / 8     =     16 / 8   = 2.00

(c) We need to know the size of the area beyond z (remember -
the area under the normal curve corresponds directly to the
proportion of scores).

area beyond z=2 is 0.50-0.4772=0.0228
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(d) So: as a proportion of 0.0228 of scores are likely to    be 76
or more.

As a percentage, = 2.28%

 

As a number,  0.0228 * 480  = 10.94 scores.

0.0228



How many scores would be 54 or less?

Graph the problem:

z = (X - X) / s       =      (54 - 60) / 8     =       - 6 / 8   =  - 0.75

Use table by ignoring  the sign of z : “area beyond z” for 0.75 =
0.2266. Thus 22.7% of scores (109 scores) are 54 or less.
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• By standardising any normally distributed random variable,
we can use just the table namely,

Areas Under the Normal Curve
Or

Areas of a Standard Normal Distribution
 

Such tables are usually found in the Appendix of any statistics
book.

 

Standard Normal Distribution Tables
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Z-Distribution
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•
•

Entries give the probability that a standard normally distributed random

variable will assume a value between 0 and a given z value.
Example:
Find the probability that z  is between 0 and 1.74.
Locate a value of z equal to 1.7 in the left column.
Move across the row to the column under 0.04, where we read 0.9591.

Therefore,

i. P (0<z < 1.74) = 0.4591.
 
 
 

Use of the Normal Probability Table
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ii. P (z < 1.74) = 0.50 + p(0<z<1.74)
                   = 0.50+0.4591=0.9591

305

1.740

50.0

4591.0
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0

p (z > 1.74) = 0.50 - p (0<z<1.74) =0.50 - 0.4591= 0.0409

z0.174



•
•
•
•

•

p(z<1.28) = 0.5+0.3997=0.8997 ≈ 0.90
P(z> 1.28) = 0.5- 0.3997 = 0.1003
P(z< -1.28) = 0.1003 ≈ 10%
So the z value corresponding to the P90 = 1.28, and

    the z value corresponding to the P10= -1.28

p(z<1.64)=0.5+0.4495= 0. 9495 ≈ 95.
   So the z value corresponding to the P95 =1.64

Exercise
Find the z value corresponding to Q1 and Q3

307



0 p90= 1.28 x

0.3997

0.50
0.3997

To find percentiles
P90 is the value that is preceded by 90% and followed by 10%
of the ranked data
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0 p90= 1.28 x

0.3997

P10 is the value that is preceded by 10% and followed by 90%
of the ranked data
 

P10 = -1.28

0.1003
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1. State the problem.

2. What is the appropriate probability statement?
3. Draw a picture and shade required area
4. Convert to a standard normal distribution
5. Find the probability in the standard normal table

Computing Normal Probabilities
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Example:  Suppose the number of a particular type of
bacteria in samples of 1-ml of drinking water tend to be
approximately normally distributed with  =85 and 2  = 81.

a. What is the probability that a given 1-ml sample will contain

i. more than 100 bacteria?

ii. Between 90 and 100

iii. Between 70 and 100

iv. Less than 90

v. Less than 70.

b. Is it possible that the number of this type of bacteria to be
more than 125 in a sample of 1-ml of this water?
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

85   100

Find this area

 = 9

 We are to find the P (x> 100)
Sketch a curve

To find the P (x >100), we need to evaluate the area
under the normal curve to the right of x = 100.

x

a.
i. More than 100

312



    0 1.67

Find this area

 = 1

z

To find the P (x >100), we need to evaluate the area
under the normal curve to the right of z= 1.67
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85 100

Find this area

We are to find the P (90<x < 100)

Sketch a curve

To find the P (90<x < 100), we need to evaluate the area
under the normal curve from x =90 to x = 100.

x90

ii. Between 90 and 100

314
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

85 100

Find this area

 = 9

We are to find the P (70<x< 100)

Sketch a curve

To find the P (70<x< 100), we need to evaluate the area
under the normal curve from x =70 to x = 100.

x

iii. Between 70 and 100

70

316
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

85 100

Find this area

 = 9

We are to find the P (x< 90)

Sketch a curve

To find the P (x <90), we need to evaluate the area
under the normal curve to the left of x = 90.

x

iv. Less than 90

90
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

    0

Find this area

 = 1
Sketch a curve

To find the P (z <90), we need to evaluate the area
under the normal curve to the left of z = 0.56.

z

 Less than 90

0.56

319
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Less than 90





85

Find this area

 = 9

We are to find the P (x< 70)

Sketch a curve

To find the P (x <70), we need to evaluate the area
under the normal curve to the left of x = 70.

x70

v.  Less than 70
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b.
So it is impossible to have a number of bacteria more than 125.
Finding x  value when probabilities (areas) are given
1. State the problem
2. Draw a picture
3. Use table to find the probability closest to the one you need
4. Read off the z-value
5. use the formula x =  + z
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Example
For the previous example with μ=85 and standard deviation σ =9, a.
find the value of x  that
i. 45% of the area below it
ii. 14% of the area above it.
b. Find P90, P10 for the normal distribution
 
Solution
In this problem we reverse the process and begin with a known
area or probability, find the z value, and then determine x by the
  formula
 
 
 

  zx
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Z-Distribution
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a.
i. We require a z   value that leaves an area of 0.45 to the left.
   From the table we find P(0<z < 0.13)  = 0.0517 so that the
desired z  value is -0.13.
 
 
 
 

 =1

0 z
0.45

  zx

z =?

Example cont.

0.13

0.
05
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 =9

85 x
0.45

  zx
= (-0.13 X 9 )+ 85 = 83.83

x =?

Example cont.
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 =9

x =?
0.36

85

  zx

Example cont.

0.14
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b. We require a z  value that leaves an area of 0.90 to the left
and hence an area of 0.40 between z and 0.
From the table we find P(0<z < 1.28)  = 0.3997, so that the
desired z  value is 1.28. So
 
 
 
 

 =1

0 z

0.40

52.9685)9(28.1 
 zx

z =?

Example cont.

0.50
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b. We require a z  value that leaves an area of 0.10 to the left
and hence an area of 0.40 between z and 0.
From the table we find P(0<z < 1.28)  = 0.3997, so that the
desired z  value is -1.28. So
 
 
 
 

 =1

0 z

0.40 0.40

48.7385)9(28.1 
 zx

z =?

Example cont.
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Exercise
If the total cholesterol values for a certain target population are
approximately normally distributed with a mean of 200 (mg/100 mL) and a
standard deviation of 20 (mg/100 mL),
a. What is the probability that a person picked at random from
    this population will have a cholesterol value
       i. greater than 240 (mg/100 mL)?
       ii. between 180 and 240
       iii. Less than 180.
b. what is the value of cholesterol above which 5% of this  population have.
c. Is it possible for a person in such a population to have cholesterol level
    more than 300.
c. Find IQR for cholesterol level of tis population.
d. If two persons are picked at random from this population,  what is the
     probability that the have cholesterol level greater than 240
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Chapter 6
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Correlation and Regression



Correlation and Regression
 

•
•
•
•
•
•
•
•

In analyzing data for branches of science, we find that it is frequently
desirable to investigate the relationship between two or more variables.
Correlation and regression analysis are two statistical techniques that are
used to examine the nature and strength of the relationships between
two variables.
e.g.
Blood pressure and age
Height and weight
The concentration of an injected drug and heart rate
The consumption level of some nutrient and weight gain.
Income and food Expenditure.
Stress score before an exam and test score.
IQ of the mother and IQ of her children.
mother’s pregnancy weight and infant’s birth weight
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Correlation

•

•

Correlation analysis is concerned with
measuring the strength and the nature of the
relationship between variables.
 
When we compute measures of correlation
from a set of data, we are interested in the
degree of the correlation  between variables.

334



•

•

•

•

Correlation : is concerned with measuring the
strength and the nature of the relationship between
variables.
 
Regression : is used to predict or estimate the value
of one variable corresponding to a given value of
another variable.
Scatter Diagram: is a chart that portrays the
relationship between the two quantitative variables.
One is called independent variable     and the second
is called dependent variable
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Correlation coefficient
•

•
•

•

Correlation coefficient of variables      and
    shows how strongly the values of these
    variables are related to one another.

It is denoted by     , where
If the correlation coefficient is positive, then both
variables are simultaneously increasing

   (or simultaneously decreasing).
   The relation is positive (direct)

If the correlation coefficient is negative, then  one
variable increases while the other decreases, and
reciprocally. The relation is negative (inverse) 336
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Coefficient of Correlation Values

-.5

+1.00-.5 +.5

337

No correlation

-1.0 +.50

-1.0

1.0



Coefficient of Correlation Values

-1.0 +1.00

Increasing degree of
negative correlation

-.5 +.5

No
Correlation
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Coefficient of Correlation Values

-1.0 +1.00-.5 +.5

Perfect
Negative

Correlation
No Correlation
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Coefficient of Correlation Values

-1.0 +1.00-.5 +.5

Perfect
Negative

Correlation
No Correlation

Increasing degree of
positive correlation
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Coefficient of Correlation Values

-1.0 +1.00

Perfect
Positive

Correlation

-.5 +.5

Perfect
Negative

Correlation
No Correlation
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Characteristics of correlation
coefficient

•
•
•

Although there is no fixed rule or interpretation
of the strength of a correlation, we will say
that the relation is
Strong if
Moderate if
Weak if

We will also add the words positive or negative
to indicate the type of correlation.

0.5 0.8r 

0 0.5r 

r ∈ (0.5, 0.8) or r ∈ (─ 0.8, ─ 0.5),
r ∈ [0.8, 1] or r ∈ [-1, ─ 0.8],

r∈ [─ 0.5, 0.5].
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Correlation coefficient
• Positive when large values of one variable are

associated with large values of the other.
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Correlation coefficient

• Negative when large values of one variable
are associated with small values of the other.
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Correlation coefficient
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Simple Correlation coefficient
•

•

•

It is also called Pearson's correlation coefficient, it
measures the nature and strength between two
variables of the quantitative type.
The simple correlation coefficient is obtained using
the following formula:
 
 

 
where     is the sample size,      is the
independent variable and      is the dependent
variable.
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pH
 (   )

  Optical density
   

3 0.1 0.3 9 0.01
4 0.2 0.8 16 0.04

4.5 0.25 1.125 20.25 0.0625
5 0.32 1.6 25 0.1024

5.5 0.33 1.815 30.25 0.1089
6 0.35 2.1 36 0.1225

6.5 0.47 3.055 42.25 0.2209

7 0.49 3.43 49 0.2401

7.5 0.53 3.975 56.25 0.2809

         

Total        49             3.04 18.2 284 1.1882

Example
We find the correlation coefficient between PH and optical
density of  materials.
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Coefficient of Correlation

   

   
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9 18.2 49 3.04
0.9891
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Note that

 

•

•

The correlation coefficient      measures
the strength of the relationship between
two variables.
Just because two variables are related
does not imply that there is a cause-
and-effect relationship between them.

r
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Regression analysis

•
 
The ultimate objectives when this method of

analysis is employed usually is to predict or
estimate the value of one variable corresponding
to a given value of another variable.

350



Spearman Rank Correlation Coefficient
•

•

•

•
•
•

It is a non-parametric measure of correlation used in
the case of ordinal or qualitative ( ratio or relative)
variables.
This procedure makes use of the two sets of ranks that
may be assigned to the sample values of x  and y .
Spearman Rank correlation coefficient could be
computed in the following cases:
Both variables are quantitative.
Both variables are qualitative ordinal.
One variable is quantitative and the other is qualitative
ordinal.
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• Example:  In a study of the relationship between
education level and health awareness, the following
data was obtained. Find the relationship between
them and comment.
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No. Education level ( x) Health awareness ( y)
1 preparatory. 25
2 primary. 10

3 university. 8
4 secondary 10

5 secondary 15
6 illiterate 50
7 university. 60
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There is an indirect weak correlation between education level and
 health awareness



Simple linear regression

•

•

•

In simple linear regression we are interested
in two variables     and    .
The variable     is usually referred to as the

independent variable , since frequently it is
controlled by the investigator; that is; values
of    may be selected by the investigator and,
corresponding to each preselected value of    ,
one -or more- value of     is obtained.
The other variable, y, accordingly, is called the

dependent variable , and we speak of the
regression of    on     .

x
yx
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The regression equation

In simple linear regression the object of the
researcher’s interest is the regression equation that
describes the true relationship between the
dependent variable y and the independent variable     .
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Scatter diagram

•

•

•

A first step that is usually useful in studying
the relationship between two variables is to
prepare a scatter diagram of the data.
The points are plotted by assigning values
of the independent variable x to the
horizontal axis and values of the dependent
variable y to the vertical axis.
The pattern made by the points plotted on
the scatter diagram usually suggests the
basic nature and the strength of the
relationship between two variables.
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Example

pH Optical density
3 0.1
4 0.2

4.5 0.25
5 0.32

5.5 0.33
6 0.35

6.5 0.47
7 0.49

7.5 0.53

Relationship between pH and optical density
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Scatter Diagram
 
 

Relationship between pH and optical density
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Notes

•

•

 
The points in the figure

seems to be scattered
around an invisible straight
line.
The scatter diagram also

shows that, in general, high
pH also has high optical
density reading. 0

0.1

0.2
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•

•

These impressions suggest
that the relationship between
points in the two variables
may be described by a
straight line crossing the      -
axis near  the origin and
making approximately a 45
degree angle with the     -axis.
It looks as if it would be
simple to draw, freehand,
through the data points the
line that describe the
relationship between

  and     . 0

0.1

0.2
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Thinking Challenge

• For every person drawing such a line by eye, or
freehand, we would expect a slightly different line.
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Thinking Challenge

Which line best describes relationship between the variables?
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Answer

•

•

We need to employ a method known as the
method of least squares for obtaining the
desired line, and the resulting line is called the
least-squares regression line.
The reason for calling the method by this name
will be explained in the discussion that follow.
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Equation for straight line

• Now, recall from algebra that the
general equation for straight line is
given by
 

y = a + bx

a = the y-intercept b = the slope
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Linear Equations

= Y-intercept

b is referred to as the slope of the line.
370

y a x b 



•

•

•

To draw a line based on the equation, we need the
numerical values of the constants     and      .
 
Given these constants, we may substitute various
values of     into the equation to obtain corresponding
values of    .
 
 
The resulting points may be plotted.

Linear Equations
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x y
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

 


a y bx 

ˆ( ).e y y 

It can be shown that the sum of the residuals equal zero
i.e. ˆ( ) 0.y y 

2 2ˆ( )e y y  
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Example

x y

2xx y
2y xy

49x
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Finding the value of b

b =

 

0957.0

9

)49(
284

9

)04.3)(49(
2.18

22
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Finding the value of a

a y b x 

y b x
a

n


 

  

1832.0

444.50957.03378.0




 xbya

The  equation for the least squares line is

x

bxay

0957.01832.0

ˆ




Note that we use the symbol        because this value is
computed from the equation and is not an observed or
actual value of y.
 

ŷ
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Sketching the Line Using the Points (5.444 , 0.3378)
and (4 , 0.1996)

1832009570ˆ .x - .y 
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Using the Regression Equation

•

•

•

Predicting    for a given
Choose a value for   (within the range of
values).
Substitute the selected     in the regression
equation.
Determine corresponding value of   .
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•

•

•

•

The regression equation:
     Substitute x = 6.8:

 
 

According to the equation, a pH of 6.8 would has a 0.46756
optical density.
Predict the optical density of  a material with PH=6 and find
the corresponding error.
 

 
The corresponding error is the difference between the
actual value and the predicted value

1832009570ˆ .x - .y 

 .

. - .y

467560

18320)8.6(09570ˆ




04.0

390350ˆ


  ..yye -
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•
•
•
•
•

Exercise: The following are the age (in years) and systolic blood pressure of
20 apparently healthy adults.
Find the correlation between age and blood pressure .
Describe the relation between the two variables
Find the regression equation.
What is the predicted blood pressure for a man aging 25 years?
Predict blood pressure of an adult aging 31 years  and find the corresponding

error

Age (x ) B.P ( y) Age ( x) B.P (y )
20
43
63
26
53
31
58
46
58
70

120
128
141
126
134
128
136
132
140
144

46
53
60
20
63
43
26
19
31
23

128
136
146
124
143
130
124
121
126
123
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